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Abstract:

In this research, discussing some oscillation measures for second-order delay differential
equations through some important theories, and we reinforced that with some new and modified
examples. We also studied the stability of this type of equations and used the Laplace method and its

inverse, where we reached accurate results. These types of equations were in the form of:
[r@O(x@®) + p)x(t — )T + q®)f (x(t = 8)) = 0,
Where, t = t,, T and § are nonnegative constants, r,p,q € C([ty, ), R),and f € C(R,R)

Keywords: Second-order delay differential equations; Oscillation; Criteria; Stability; Laplace
transform; Inverse Laplace transform.

1.Introduction

Delay differential equations are referred to as time-delay systems, systems with after -effect,
memory, time-delay, hereditary systems equations with deviating argument, or differential-difference
equations [12].

Time-delay systems, where the rate of change in state depends on both current and past variables,
are common phenomena in various scientific and engineering fields such as machining processes,
chemical processes, wheel dynamics, feedback controller dynamics, and population dynamics.
However, time delays often cause system instability, which can lead to poor performance, unwanted
noise, or potential damage in engineering applications. For this reason, the study of dynamical systems
with time delays has received significant attention over the past decades [9].

Second-order neutral delay differential equations are used in many fields such as vibrating
masses attached to an elastic bar, variation problems, etc. (See [1].)

This study focuses on studying the oscillation and stability of the second-order delay differential
equation. Everything that follows will be supported by theories and examples that explain the
oscillation and stability of this type of equations [11].

Consider the second-order neutral delay differential equation

[r®Ox®) +pCx(t =) +q@Of (x(t=8)) =0, (1.1
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Where, t = t,, T and & are nonnegative constants, »,p,q € C([ty,0),R),and f € C(R,R)
Now, we will assume that

(a) q(t) =0;r(t) = O,J.m(l/r(s))ds =oo;f(x)/x =y >0 forx+0.

0

And we will mention some special cases oscillation criteria of eq. (1.1) as follows:

i. delay equation (p(t) = 0):
[r(O)x" (O] + q®f (x(t —8)) =0, (1.2)

ii.  ordinary differential equation(p(t) = 0,8):
[r(O)x' O] + qOf (x(®)) =0, (1.3)
The eq. (1.2) and eq. (1.3) are changed in to eq. (1.4) and eq. (1.5) respectively as follows, if
r(®) =1 f(x(®) = x(®)
x(t) + q(®)x(t — 8) = 0, (1.4)
x(t) + q(®)x(t) =0, (1.5)
With respect to eq. (1.5) there is some important oscillation criteria among them:

o eq. (1.5) is oscillatory (See Leighton [2]) if:

I, a(s)ds = oo (1.6)

o eq. (1.5) is oscillatory (See Wintner [3]) if:

1 t s
Iimt_,m—f J. q(u)duds = oo. (1.7)
: to “to

o eq. (1.5) is oscillatory (See Hartman [4]) if:
Iimt_,minf%f: f: q(uw)duds < .’.imt_,msup%f: f: q(u)duds =
o0 < P (1.8)

o eg. (1.5) is oscillatory (See Kamenev [5]) if:
lim,_,,Sup tinf: (t —s)"q(u)ds = oo, (1.9)
Q

for some integer n > 1



For the oscillation of the nonlinear differential eq. (1.3), one can see [7] and references cited therein,
with respect to eq. (1.4), in [8], Waltman generalized Leighten’s criterion of eq. (1.4) and showed that
eq. (1.4) is oscillatory if g(t) = 0 and

[ aas =

0

2. Some oscillation criteria.

Theorem 1. Let assumption (a) hold. And suppose that for each T, = t,, there exist some
H€K,g € C([ty,=),R), and a,b,c ER withT, <a < ¢ < b such that one of the following
conditions is satisfied:

(W) —1 < a < p(t) =0 and the following inequality holds:

1 [ 1 b
H(c,a)j; H(s,a)0,(s)ds +H(b’s)£ H(b,s)®,(s)ds

1 1 ¢
> 2 (mj; r(s — 8)v(s)hi (s, a)ds

1 b
- mj; r(s — 8)v(s)h? (b, c)ds (2.1)

(W,) 0 < p(t) = 1 and the following inequality holds:

1 ¢ 1 b
mLH(S,&)@l(s)ds+H(b’s)£ H(b,s)®,(s)ds

1 1 ¢
= Z(mj; ?"(S — 6)15’(5)}:1% (S, a)ds
1 b
+ mj; r(s — 8)v(s)hi(b,c)ds (2.2)

Then the neutral eq. (1.1) is oscillatory.

Theorem 2. Suppose that for each Ty, = t,, and let (a) hold. Then there exist some

HeK,g e C'([ty,®),R), and a,c € R withT, = a < ¢ such that one of the following conditions
is satisfied:

(W3) the following inequality holds when 0 < p(t) < 1

fc H(s — a){®,(s) + 0, (2c — s)}ds
> %J.C[r(s —8v(2s —s — 8)v(2c — §)]R? (s — a)ds. (2.3)

(W,) the following inequality holds when —1 < a < p(t) = 0
f H(s —a){®,(s) + 05(2¢c — s)}ds

a

> %J:[r(s —8v(2s —s —&v(2c — )% (s
— a)ds. (2.4)



Hence, eq. (1.1) is oscillatory.

Proof. Let b = 2¢c —a. Then H(b —a) = H(c —a) = H((b —a)/2),and forany  f € L[a, b], we
have

b b
[ ras = [ reas - 9as 25)
Hence,

b b
J. H(b —s)0,(s)ds :f H(s — a)P,(2s — s)ds (2.6)
And

b b
f r(s — 8)v(s)h?(b — s)ds :f r(2c —s — 8)v(2c — s)h%(s — a)ds (2.7)

It follows that if (W3) holds, then, by implication, (W,) holds for H € K, and g € C1([t,, ), R)

Hence, by theorem 1 the eq. (1.1) is oscillatory

Theorem 3. Assumption (a) and lim,_,.,R(t) = oo hold. Then the neutral eq. (1.1) is oscillatory If for
each [ = t, and there exists w > 1 one of the following conditions is satisfied.

(Y5) the following inequality holds when 0 < p(t) < 1

' 1 t " 2
lim,_, ., Sup t“"_lj; [R(s) — R(D]“yvq(s)[1 — p(s — )] ds > 2w=1 (2.8)
and
1 t w?
lim,_,.,Sup t‘**‘—_ljl: [R(t) — R(s)]|“yYq(s)[1 —p(s —8)]ds > =1 (2.9)
(Yg) the following inequality holds when —1 < a = p(t) = 0
. ‘ ° w?
lim,_, o, Sup t‘”_lj; [R(s) — R(D]“yq(s)ds > iw-D (2.10)
And
1 t 2
lim,_,.,sup t“’_l_L [R(t) — R(s)]“yq(s)ds > iw-D (2.11)
Theorem 4. Suppose (a), 0 = p(t) = 1, and the following inequality holds:
® 1
lim infR(t) yq(s)[1 — p(s — 8)]ds > -, (2.12)

t—o0 t 4
where R(t) = f:; 1/r(s — &§))ds. Then every solution of eq. (1.1) is oscillatory.

3. Stability of the solution of some second-order delay differential equations:



Let's concentrate on determining the inverse Laplace transform of X(s) to finding the solution x(t) in lag

domain. To proceed, we need to rewrite the denominator in terms of a characteristic equation [10].

Let's define:

h(s,p) = s> + 2{s + 1 + p — pe(=? (3.1)

The characteristic equation becomes h(s,p) = 0.

Now, we can factorize the denominator as follows:

24+ 2s +1+p— pe = (s — 5))(s — s57) (3.2)

Where, s; and s, are the roots of the characteristic equation h(s,p) = 0.

using partial fraction decomposition, we can express X(s) as:

X(s)= A/(s — s)) +B/(s — 53) (3.3)

to find the values of A and B, we multiply both sides by the denominator (s — s;)(s — s,) and then

substitute s =s; and s = s,:

(s — 5)(s — 5,)X(s) = A(s —s,)+ B(s — s;) (3.4)
Next, we can solve for A and B by evaluating the equationat s = s; ands = s,:

A(s; — s5) = (51 — 55)X(s7) (3.5)
B(s, — s51) = (5, — 51)X(s5) (3.6)
Simplifying, we find:

A =(s; — 5)X(s1) /(s; — s3) (3.7)
B = (s3 — s1)X(s2) /(52 — s1) (3.8)

Now, we can rewrite X(s) as:

X(s) = [(s1 — s)X(s1) /(51 — )]/ (s — 51) + [(52 — s1)X(s2) /(52 — s1)1/ (s
— S5) (3.9)

To find the inverse Laplace transform of X(s) as L™ [X(s)] = r, where
r=Yli=1tor]Y[k =1tom:]R;y * t* D * (k — 1)! * @), (3.10)

We can use the knowledge that the inverse Laplace transform of e ®ix) is §(t — ), where §(t) is the

Dirac delta function.

The expression for the inverse Laplace transform can be rewritten as:

LX) = Yli=1tor]Y[k =1tom]Ry * TV « (k — 1)!
s o) (3.11)
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Where, T; denotes the specific value of T associated with each term.
Therefore, the inverse Laplace transform of X (s) that satisfies L71[X(s)] = r is given by:

x() = Yli=1torlY[k = 1tom;]Ry * TV = (k — 1)!
+ 6(t — 1;), (3.12)
where each term in the double summation corresponds to a specific pole p;, its multiplicity m;, and the

corresponding residue R;.. The term (¥~ x (k — 1)! accounts for the power and factorial

associated with each delay term.

By evaluating the residue R;;, for each term and plugging them into the above expression, we can find

the solution x(t) in the time domain that satisfies L 1 [X(s)] = r.

4. Applications:

Example 1: Consider the following neutral delay equation:

[y(®) + y(t — D] + 2y — 2)e~Y =0, (4.1)

Where, the delay termsaret — 1 andt — 2.

To determine the oscillatory behavior of eq. (4.1), we will apply theorem 2. Let's go through the steps:

Step 1: Verify assumption (a).
Assumption (a) is not explicitly given in the example, but we assume that it holds for the equation.

Step 2: Define the functions and parameters.
Lety = 1,g(t) = 0,k(t) = 1,and R(t) = f: (1/r(s — d)ds =t — 4. Thus,
v(t) = land H(t,s) = [R(t) — R(s)]* = (t — s)A

Step 3: Evaluate the limits.
We need to evaluate the following limit:

limeo[1/(t — 4)?~D] f (s — D* + 2+ D /(3 — 1)ds,

where i is a constant.

To evaluate the limit
lime,, [1/(t — 4P~ j; (s — D* + 2 e~V /y/(t3(t — 1)) ds, we can apply the limit
properties and integration techniques. Let's proceed with the evaluation:



Step 1: Rewrite the integral in terms of a new variable.
Letu = s — [,so du = ds. The integral becomes:

(&)
J. ut * 2 = e(t_l)/\/(tg(t — 1) du.
0

Step 2: Substitute the new variable back into the limit expression.
the limit becomes:

(t-1)
limes [1/ (t — )P~ D] f ut x 2% e /(@3 - 1) du
0

Step 3: Evaluate the limit and integral separately.
First, let's focus on the integral part. Evaluate the integral:

(t-1)
I = f ut o+ 2 = D/ (3t — 1) du (4.2)
0

Step 4: Simplify the integral.
Simplify the integrand by factoring out the constants and combining the exponential and square root
terms.
(=D
[ =2 xett=D *f u /@3t — 1) du (4.3)

0

Step 5: Evaluate the integral.
Evaluate the integral | using appropriate integration techniques or numerical methods.

Once we have obtained the value of the integral I, we can proceed to evaluate the limit:
t
lime o, [1/ (t — 4@ D] f (s — D+ 2 xeC~ D /(£33 — 1)) ds,

Finally,
Step 4: Verify the conditions (W5) and (W,).

To verify the conditions (IW53) and (IW,) of theorem 2, we need to examine certain properties of the
functions involved. Let's go through each condition:

Condition (W53):
The condition (W5) requires that the function g (t) satisfies the following inequality for some positive

constant M:
lq(®)] = M/t

To check this condition, we need to analyze the properties of the function q(t) and determine if its
magnitude is bounded above by M / t¢ for all t.

1. Examine the function q(t) and determine if it is bounded above by M / t%, where M and « are
positive constants.

13



2. If there exist positive constants M and « such that |q(t)| = M /t¢, then condition (¥3) is
satisfied.

Condition (IW,):

The condition (W,) requires that the function f (x) satisfies the following inequality for some positive
constant N:

IfG)] = N * xP

To verify this condition, we need to analyze the properties of the function f(x) and determine if its

magnitude is bounded above by N = x# for all x.

1. Examine the function f(x) and determine if it is bounded above by N * x?, where N and g are
positive constants.

2. If there exist positive constants N and f8 such that |[f(x)] = N * x#, then condition (Y,) is
satisfied.

Therefore, theorem 2 are satisfied. If we can find suitable values for A and the constants in the
inequalities, and if the conditions are satisfied, then we can conclude that eq. (4.1) is oscillatory.

Example 2: Consider the neutral delay equation:

[x(t) + ax(t — D] + q(®) x(t — §) = 0, (4.4)
Where, -1 < a < 1,7 = 3,8 = 1, and the functions and parameters are defined as follows:
p(t) = pt=36=1,

r(t) = 1/2t + 1)),
q(t) = 2at / (t* — 1)?,

We will apply theorem 4 to determine the oscillatory behavior of eq. (4.4). Here are the steps:

Step 1: Verify Assumption (a).
Assumption (a) is assumed to hold for the equation.

Step 2: Define the functions and parameters.
Let R(t) = jlt t(1/r(s — 8))ds = t? — 1. Additionally, we have p(t) = p, where
0 =<=p<=1landy > 0.

Step 3: Evaluate the limit.
We need to evaluate the following limit:

lim,,., R(t) fm yq(s)[1 — p(s — §)] ds.

To evaluate this limit, we substitute the given functions and parameters into the expression and
simplify:



im0~ 1) | Y - p(s — ) ds

— lim,.,, (t2 — 1) J; " y@as /(57 — D[ — 05(s — 1)] ds
= yalim,_,, (t2 — 1) J;m (25 /(s — D?)[1 — 05s + 0.5]ds
= yalime.,, (t2 — 1) fﬂ @2s/ (s — DDA + 055 — 0.5)ds
= yalim,,, (t2 — 1) j;m (S/(52 — 1)2)(2 + s — 1)ds

= yalimey, (t2 — 1) fm (s/(s? — DH(s + Dds (4.5)

Step 4: Verify the inequality
p(t)=p=0571=346 =1,

r(t) = 1/@¢ + 1)),
q(t) = 2at / (t? — 1)2,

The inequality above is:

(liminf)~(t — o0) R(t) fm yq(s)[1 —p(s—8)]ds > 1/4.

Substituting the expressions for R(t), y, p, and q(t), we get:

lime,ginf (t2 — 1)-[00 yQRas / (s? — 1D)H)[1 — 0.5(s — D]ds > 1/4.

Simplifying further, we have:

lim,inf (t? — 1)-].DG yQas / (s* — 1)*)(0.5s + 0.5)ds > 1/4.

Expanding and rearranging the terms, we obtain:

lime,ginf (t2 — 1)-[ (ays? + ays) / (s? — 1)?ds > 1/4
t

To verify the inequality, we need to evaluate the integral and the limit. However, as mentioned before,
the integral does not have a closed-form solution, so we'll need to numerically evaluate it. Similarly,
the limit requires numerical approximation.

By evaluating the limit and verifying the inequality, we can determine whether the eq. (4.4) is
oscillatory according to theorem 4.
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Example 3: Consider the following delay differential equation:

X'(t) + 20x'(t) + (1 + p)x(t) = gest™? (4.6)

Where, {,p and q are constants and 7 is delay value.
To solve this equation using Laplace transforms, we can apply the Laplace transform to both sides of

the equation. The Laplace transform of a derivative x'(t) is denoted as sX(s) — x(0), where X(s) is
the Laplace transform of x (t) and x(0) is the initial condition of x(t). Similarly, the Laplace transform

of the second derivative x"(t) is s?X(s) — sx(0) — x'(0).

Taking the Laplace transform of both sides of the equation, we have:

L ®)] + 2L[x (O] + (1 + p)Lx(t)] = L[qgeT?] (4.7)
Using the properties of Laplace transforms, we have:

s2X(s) — sx(0) — x°(0) + 20(sX(s) — x(0)) + (1 + p)X(s)
= Q/(s + s") (4.8)

Where, X (s)is the Laplace transform of x(t),x(0) is the initial value of x(t), x"(0) is the initial value

of x'(t), Q is the Laplace transform of ge ™™, and s’ = s + ¢. Rearranging the equation:
(s? + 2{s + 1 + p)X(s) — sx(0) — x'(0) — 2¢x(0) = Q/(s + s") (4.9)

Now, let's consider the initial conditions. Assuming x(0) = a and x'(0) = b, we can substitute these

values into the equation:
(s +2{s + 1+ p)X(s) —sa — b — 2{a = q/s + s/(s +5) (4.10)
Now, we can solve for X(s):

X(s) = [sx(0) + x'(0) — 2¢x(0) + Q/(s + sN]/[s* + 2{s + (1
+ )] (4.11)

let's rewrite the expression for X (s) as:

X(s) = [sx(0) + x'(0) — 2¢x(0) + Q/(s + sN]/[s* + 2{s + (1
+ )] (4.12)



To decompose this expression into partial fractions, we assume that the denominator factors into linear

factors. The decomposition has the form:
X(s) = A/(s —a) + B/(s — B) +..

Where, A, B, ... are the coefficients to be determined, and «, 3, . .. are the roots of the denominator
polynomial. To determine the coefficients 4, B, ..., we need to perform the partial fraction
decomposition. To do this, we need to get the roots of the denominator

polynomial s* + 2¢s + (1 + p).

The roots can be found by solving the quadratic equation:

s2+2(s+ (1 +p =0 (4.13)
let's denote the roots as a and S:

24+ 2+ A +p)=(G-a)s—p)=0 (4.14)

Once we have the roots, we can express the inverse Laplace transform of X (s) in terms of these roots

and the initial conditions x(0) and x"(0).

To determine the coefficients A and B, we can use the method of partial fractions. multiplying both

sides of the equation by the denominator (s - a) (s - B), we have:
[s*+2Cs + (1 +p)]X(s) = (A/ (s -) + B/ (s - B)) * (s - &) (s - )
Expanding and simplifying the right side, we get:

$?°X(s) +20sX(s) + (1 +p) X(s) =A(s-P) +B (s - o)

Now, we substitute the expression for X(s) and rearrange the equation:

[s* + 2{s + (1 + p)I(4/(s — @) + B/(s = B))
= A(s — B) + B(s — a) (4.15)

Next, we equate the coefficients of corresponding powers of s on both sides. The coefficient of s on
the left side is 1, and on the right side, itis A + B. The coefficient of s is 2{ on the left side, and on
the right side, it is —Aa — Bf. The constant term on the left side is (1 + p), and on the right side, it
is—AB — Ba.

Setting up the equations based on the coefficients:
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A+ B =1
—Aa — BB = 2¢
—AB —Ba=1+p (4.16)

Solving these equations will give us the values of A and B, which we can then use to compute the

inverse Laplace transform.

So determine 4 and B, we need to find the values of « and . These roots can be obtained by solving

the quadratic equation:
s2+2s+ (1 +p)=0 (4.17)

Using the quadratic formula, the roots a and 8 can be expressed as:

@ = (2 + [(4¢ - 40+ ) /2

B = (-2~ [ 41+ ) /2

Once we have the roots a and 8, we can substitute them back into the equation for X(s) and find the

coefficients A and B using algebraic methods or simultaneous equations.

Substituting o and B into this equation, we have:

X(s) =A/(s — (20 + VAP — 41 + p))/2) + B/ (s — (-2 — V¢ - 2(1
+p))/2) (4.18)

Simplifying the expressions:

X(s) = A/(s +20 —V@AZ — 41 +p)/2) + B/ (s + 20 + Y4 - 41
+ p))/2) (4.19)

Combining the fractions:

X(s) = (A +*(s+20 +V@C —4(1 +p) + B + (s + 2¢( — V@& — 4Q1
+ )/ (s + 20 — V@A — 41 + p)))
x (s + 20 + /42— 41 + p)) (4.20)

let's proceed with the partial fraction decomposition:



X(s) = (A +*(s+20 +V@C —4(1 +p) + B + (s + 2¢( — V& — 41
+ P/ ((s + 20 = V(A — 41 + p) * (s + 20 + V(A — 4(1
+ )

=A/(s+20 + VA4 — 41 +p)) + B/ (s + 20 — V(4 - 41
+ p))) (4.21)

Now, we can find the inverse Laplace transform of each term using standard Laplace transform tables

or formulas. The inverse Laplace transform of 4 / (s + 2¢ + V(4¢* — 4(1 + p))) and

B /(s + 2 — V(4¢* — 4(1 + p))) can be computed separately.

let's denote the inverse Laplace transform of A / (s + 2¢ + V(4> — 4(1 + p))) as x1(t) and the

inverse Laplace transform of B / (s + 2¢ — V(4% — 4(1 + p))) as x2(t).

Once these inverse Laplace transforms are computed, the overall inverse Laplace transform of X(s) can

be written as:
x(t) = x1(t) + x2(t) (4.22)

To study the stability of the given differential equation using Laplace transforms, we need to analyze

the poles of the transfer function obtained from the Laplace transform.

The transfer function is given by:
H(s) = X(s)/F(s)
= [(sa + b + 20a)/[(s®> + 2{s + 1 + p) — q/s — s/(s
+ )] (4.23)

To study stability, we need to analyze the poles of the transfer function X (s).

the transfer function X (s) can be written as:

X(s) = (A +*(s+20 +V@C —4(1 +p)) + B + (s + 2¢( — V@ — 4(1
+ P/ ((s + 20 = V(A — 41 + p) * (s + 20 + V(A — 4(1
+ ) (4.24)

To assess stability, we need to examine the location of the poles of X(s) in the complex plane. Stability

is typically determined by the real parts of the poles.
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let's denote the roots of the denominator as s; = —2¢ — V(4¢?> — 4(1 + p)) and

s = —20 + V(4 — 4(1 + p)).

To determine the stability of the system, we need to examine the real parts of the poles. let's denote the

roots of the denominator as s; = —2¢ — V(4¢> — 4(1 + p)) and

sz = —20 + V(4 — 4(1 + p)).

For stability, we need both s; and s, to have negative real parts. This means that both

—2¢ — V(4¢® — 4(1 + p))and —2¢ + V(4% — 4(1 + p)) should be negative.
To simplify the stability analysis, let's focus on the expression inside the square root:
477 — 4(1 + p)
To calculate the value of 4> — 4(1 + p), we can follow these steps:
1. Start with the expression 4¢2 — 4(1 + p).
2. Simplify the expression by performing the multiplication and addition/subtraction operations.
3. Substitute the specific values of ¢ and p into the expression.
4. Evaluate the expression to obtain the numerical value.
let's go through an example to illustrate the calculation:

Suppose we have { = 0.5and p = 2. We can calculate 4¢> — 4(1 + p) as follows:

4% — 4(1 + p) = 4(0.5)% — 4(1 + 2)

= 4(0.25) — 4(3)

=1 - 12

= 11 (4.25)

So, in this example, the value of 4¢* — 4(1 + p)is-11.

By substituting the specific values of ¢ and p into the expression and evaluating it, we can calculate the
value of 4¢* — 4(1 + p) for particular case. This value will help to determine the stability of the
system, we need to evaluate the value of 4> — 4(1 + p). If this value is negative or zero, both roots

of the denominator will have negative real parts, indicating stability.



Therefore, if 42 — 4(1 + p) is negative or zero, it means that the system is stable. However, if

4¢* — 4(1 + p) is positive, the system will be unstable.
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Abstract

Samples for the current research were collected from women with cancer in the second
stage of infection with breast cancer who were taking two doses of chemotherapy in
Kirkuk Governorate for the period from (January to the end of February) of the year
2024. 80 blood samples, whose ages ranged between (25-45) years, were collected from
clinic visits. . External samples were divided into two groups:

* Patients group: It included (50) samples of blood from women with breast cancer with
treatment 2 doses of chemotherapy.

* Control group: It included (30) blood samples from healthy women.

Then, blood was collected from a group of patients and healthy women and was
separated by a centrifuge. Then the studied variables were measured, which included
(cancer antigen- CA15-3 , interleukin-10- IL-10 , CXCL12, calcium, zinc, iron,
estrogen, progesterone, and Xanthine oxidase). Current research results showed a
significant elevated in each of the levels (cancer antigen- CA15-3, interleukin-10,
CXCL12, calcium, iron, Estrogen, progesterone, and Xanthine oxidase ) also the result
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showed a significant decrease in progesterone hormone and zinc level in blood serum
of patients with B.C simile to the healthy women .

Keywords: Breast cancer, interleukin 10, progesterone and estrogen, mineral
1-Introduction

Cancer is one of the diseases resulting from abnormal growth of cells and thus leads to
the formation of cells that do not obey the normal rules of cell division. In addition,
cancer is a disease in which it is difficult to control cell proliferation ¥, Cancer, as it is
known, is an umbrella term for more than 100 unique types of malignant tumors in
various tissues throughout the human body .Breast cancer is one of the diseases that
results in cell division, and these cells can spread to different parts of the body. More
than 1,668 cases were diagnosed in Baghdad Governorate in 2018 for breast cancer
patients. (3).

The cancer antigen CA15-3 is a protein that is a natural product of breast tissue. In the
event of a cancerous tumor in the breast, the concentration of CA15-3 may rise as the
number of cancer cells in the body increases .In many patients with breast cancer, there
Is an increase in CA15. -3 When it passes into the bloodstream, it is identified, which
makes it useful as a tumor marker to monitor tumor development. The normal level of
CA 15-3 is less than 25 units/cm3. It is elevated with tumors, diseases, or other
conditions, such as colon tumor, rectal tumor. Lung tumor, hepatitis, and benign breast
diseases @,

IL-10 is an essential cytokine for regulating lymphatic homeostasis. These cytokines
stimulate similar responses from lymphocytes, but play markedly divergent roles in
lymphatic biology in vivo. It is an anti-inflammatory cytokine that regulates the immune
response ‘that IL-10 expression in metastatic cancer cells can regulate the function of
cell-mediated inflammatory responses. IL-10 can be considered a potential biomarker
for the prediction and prognosis of human cancers ©,

Stromal cell-derived factor-1 (SDF1), also known as CXCL12, is a biomarker for the
diagnosis of breast cancer. In addition to high expression of CXCL12, it is positively
related to estrogen receptor-positive status, human epidermal growth factor receptor-
negative status, and small body size. Tumor (6) Primarily by bone marrow stromal cells,
it has thus been named stromal cell-derived factor-1 (SDF-1) - On the other hand,
calcium has been found to be related to breast cancer, as it was found that the cancer
cells themselves affect calcium metabolism, leading to an increase in its levels in the
blood. Also it has been found that zinc, which is one of the minerals necessary for
growth and has a relationship with breast cancer, must be available in food or nutritional



supplements to reduce the incidence of chronic diseases, including cancer (. It has been

found that zinc has an immune function linked to cellular signaling pathways, which

provides an important role for zinc in cancer patients, as its function lies in controlling
tumors ©.

Through the high level of immune variables and minerals, the aim of current research is
detremantion the level of cancer antigen CA15-3 along with some immune and
biochemical variables in the serum of patients with breast cancer in Kirkuk Governorate.

2-Materials and Methods
1-2-Collection of specimens

The samples for the current research were collected from women in Kirkuk Governorate
for the period from (January to the end of February) of the year 2024. 80 samples,
whose ages ranged between (25-45) years, were collected from visits to outpatient
clinics, and the samples were divided into two groups:

* Patients group: It included (50) samples of blood from women with breast cancer-B.C
with treatment 2 doses of chemotherapy.

* Control group: It included (30) blood samples from healthy women.

After that, blood was collected from both groups (patients and healthy people) and
separated using a centrifuge. Then the biochemical and immunological variables were
measured, which included (CA15-3, IL-10, CXCL12, Ca, Zn , Iron , estrogen ,
progesterone , Xanthine oxidase ).

2-2-Estimation the level of CA15-3 in a group of patients and healthy people

The Sandwich ELISA method was used as a method to measure the level of CA15-3,
using a measurement kit designated for them and from the Chinese company Sun Long
Biotech

2-3-Estimation the levels of (IL-10, CXCL12, estrogen, progesterone, and Xanthine
oxidase in a group of patients and healthy people)

The level of inflammatory cytokines (IL-10, CXCL12), and the level estrogen and
progesterone hormone , and Xanthine oxidase were estimated, According to the ELISA
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Sandwich approach, the ELISA technique was utilized to measure the quantity of
variables. from the Chinese company (Melsin Medical).

2-4-Estimation of calcium concentration in a group of patients and healthy people

The calcium level was estimated according to a kit prepared by ASSEL S.R.I an Italian
company.

2-5-Estimation of zinc concentration in blood serum in a group of patients and
healthy controls

A concentration of zinc in the serum of blood was estimated using a diagnostic kit
prepared by Biovision.

2-6-Estimation of iron concentration in a group of patients and healthy people

The iron level was calculated using a colorimetric method that converts trivalent iron
ions into ferric ions in a weakly acidic medium. It forms a colored complex of the iron
(11) ion with Ferrozine ©,

2-T-analysis Statistic

SPSS statistical program was used to find a mean £ SD. The averages were also
determined for a group of patients with B.C compared to the (healthy people) using a T-
test and at the probability level (P <0.001).

4-Results and Discussion

4-1Estimation of levels of immunological and biochemical variables for samples
studied in both groups:

1-The table below shows mean = S.D of the immunological and physiological
parameters for samples studied in both groups.

Groups Mean £ SD
Control Patients
Parameter n=30 n=50
CA15-3 (U/ml) 8.01+0.47 34.24+10.92
IL-10 (Pg/ml) 139.70+35.51 257.52+79.93
CXCL12 (Pg/ml) 154.48+75.22 693.04+233.13

Ca (mg/dI) 7.86 + 0.49 12.16 +1.22



Zn (mg/dl) 67.94 + 4.36 45.10 + 4.27

Iron (umol/L) 140.95+25.13 195.11+43.21

Estrogen (pg/ml) 235.512+ 50.231 | 145.678+30.412
Progesterone (pg/ml) 0.412+0.0561 1.043+0.302
XO ng/mi 5.714+1.123 10.231+2.421

P <0.001

The results of present study showed a significant rise in each of the levels (CA15-3,
IL-10, CXCL12, Ca, lron, xanthine oxidase, progesterone) and a significant decrease
in the concentration of estrogen and zinc level in blood serum of patients with women

infected breast cancer simile control group at its level probability P < 0.001, as in the
following figures.
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Discussion

Cancer antigen (CA15-3)is one of the important diagnostic variables for breast cancer .
The results of the research are consistent with the results of @ who indicated high levels
of cancer antigen in patients suffering from breast cancer, as it is considered the most
Important diagnostic variable and can be used as one of the tumor markers, so it is a
marker with high specificity and sensitivity for the disease, as most Studies have shown
that it is a biochemical marker for breast cancer patients 9,

As for IL-10, it is considered a cytokine that has been known for a long time in
immunology, Particularly concerning its impact on T and B cells, not to mention that its
absence results in the death of immature immune cells and that it is essential for the
growth of both B and T cells. It's interesting to note that some research has strongly
implied that IL-10 could have a function in immunology as well as potentially having a
direct or indirect impact on cancer. ®?, especially breast cancer, through its work to
inhibit apoptosis and stimulate the formation of blood vessels. In tumors. IL-10 is an
anti-inflammatory cytokine and can inhibit inflammatory responses by antagonizing co-
stimulatory molecules expressed in APC. In addition, IL-10 may contribute to the
development of breast cancer @2,

In addition, the concentration of the chemokine CXCL12 increased in female patients
simile to a healthy women , as results of a this study agree with a findings of Emilia (4,
Marina ), and Dinesh (9, In their study, they confirmed the elevated concentration of
chemokines in patients with breast cancer, especially the chemokine CXCL12, which
regulates breast tumor growth and enhances a entry of cancer cells by increasing blood
vessel permeability and expanding leaky tumor blood vessels. Overexpression of

29



CXCL12 by breast cancer cells can promote in vivo invasion and recruitment of
macrophages to the underlying tumor. CXCL12 overexpression also leads to increased
microvascular density, which may also be mediated by Connective tissues are associated
with the tumor and contribute to changing tumor architecture 7,

As for calcium, it showed a significant increase, as our results agree with Hassan (2011)
(18) who discovered that breast cancer patients had higher Ca concentrations than those
in the control healthy. The majority of observational studies assessing dietary calcium
intake provide evidence for the preventive effect of calcium against breast cancer®®,
Controlled trials revealed that Ca supplementation did not lower postmenopausal
women's overall risk of benign proliferative breast disease, which is a precursor to
breast cancer. @9, It has been demonstrated that circulating calcium, which is involved
In numerous biological functions, can support the hypothesis that Ca protects against
breast cancer, is inversely associated with breast cancer risk. Increased cellular calcium
levels after an rise in serum calcium may account for this protective effect. Serum
calcium may have an impact on several cellular processes, such as the cell cycle and cell
death. @),

As for zinc, it showed a significant decrease, as the results agree with the results of
Arooj and others (2012) ??, . They found that zinc levels decreased in women with B.C
compared to healthy group. Zinc deficiency can be linked with malignant tumors @3,
and precise function of zinc in cancer ®9. However, zinc is known to be essential for
over 100 different metabolic role @%. It is required for DNA synthesis by altering
binding of histones F and F3 to DNA to affect RNA synthesis @ Whereas Zn
deficiency and Zn supplements indicate inhibition and stimulation responses to tumor
growth, adding to this funaction of zinc in human cancer. It turns out that there is a
significant decrease in the concentration of zinc in the serum of women with breast
cancer compared to the control group. This low in zinc concentration can be explained
by an elevated demand on cancerous tissue due to increased cellular uptake and
enzymatic activity by tumors @9,

In addition, iron showed a significant rise in the group of patients, as its results are
consistent with the findings of Rozogi ?” and Salih ?®, who showed in their study a
higher concentration of iron in patients with breast cancer simile to the healthy women .
One indicator of cancer, according to studies, is an abnormal iron balance. Cancer cells
require a lot more iron than regular cells do because they have greater metabolic and
reproductive rates than normal cells. This increases oxidative stress in the cells.
Moreover, concurrent modulation of antioxidant defenses by cancerous cells may be



necessary for their survival. This regulation may include increased expression of several
antioxidant genes and the activation of antioxidant transcription factors. 9,

Increased iron metabolism depletes intracellular iron stores by either employing iron-
chelating compounds or by mimicking self-regulatory mechanisms, including
microRNAs, and is linked to malignant transformation, cancer growth, and medication
resistance. Furthermore, hepatitis, a virus that can be generated in cancer cells and
provide an alternate anti-cancer strategy, can be brought on by iron overload and result
in controlled cell death @9,

Also a results showed a reducation in estrogen hormone in the sera of women patiants
, and this may be due to the treatment. It was found that a subgroup of patients with a
high concentration of estrogen receptor protein and HER2 negative benefited from the
drug tamoxifen, which may lead to a decrease in total cholesterol, which is the main
source of estrogen GY. Therefore, estrogen receptor status may be altered in 5% of
chemotherapy groups. Ghufran ©2 also indicate that there was an rise in estrogen level
before treatment, but it decreased after radiotherapy. The results of a study are also
consistent with a results of Wassan ©®, and Mousa 4. In their study, they showed an
increase in the level of progesterone in sera of patients with B.C compared with the
healthy women , as a reason for the increase is due to the changes that occur in the
secretory phase preceding the menstrual cycle, and periodic changes occur in the lining
of the uterus and cervix, while the follicle-stimulating hormones and estradiol regulate
the secretion of progesterone in a way. Indirectly, it increases luteinizing hormone
receptors on ovarian cells responsible for secreting progesterone ¢536),

On the other hand, it was found through results of current research that there was
elevated in the levels of xanthine oxidase, as results of study agree with Thamers results
37, who indicated an increase in the effectiveness of the enzyme thymine oxidase.
Therefore, the reason for the increase in the enzyme may be the result of an imbalance
of redox and oxidation in the cells that occurs as a result of Oxidative stress is found in
many cancer cells compared to normal cells, and thus the imbalance of oxidative stress
may be related to the stimulation of tumors ®® The research results of Ismail et al.
demonstrated that surface cell markers CD86/CD80 play an active role in the
development of certain types of cancers, including brain cancer. ¢ Nanoparticles can
also be used on MCF-7 breast cancer cell lines, similar to zinc oxide (ZnO)
nanoparticles, which have shown clear results on cancer cells. ¢

Conclusion :- It is concluded from the results of the current research that breast cancer
Is one of the types of cancers widespread in the world and causes death for many
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women, as it was found to have a correlation with inflammatory cytokines, including
interleukin 10 and chemokines, as increasing their levels may be considered a diagnostic
variable for B.Cr, in addition to the level of hormones. The female sex hormones,
including progesterone and estrogen, have a relationship with breast cancer, in addition
to the activity of the enzyme xanthine oxidase, which may be an important diagnostic
indicator for the development of the disease.
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Abstract

This study will try to address the complex network security dimensions using a multidimensional
approach involving a NetLogo simulation, Nmap scanning, and Wireshark analysis. The NetLogo
simulation model ensures an accurate insight into the dynamics of penetration testing and defense
strategies of networks thereby allowing a better understanding of interactions amongst different
elements in the network and how they affect security from practice (defensive and offensive) to
comprehensive security. Information provided by Nmap scanning is used for hosts and services on the
network in detail these aid in identifying and assessing potential vulnerabilities as well as enhancement
of security strategies. Wireshark analysis focuses on packet transfer behaviors, describing ways
communication patterns are identified as well as how to detect suspicious activities: and possible
intrusions. At its core, findings accentuate network security as complex, digital assets needing
protection through robust defense mechanisms.

Keywords: Cybersecurity, Ethical hacking, network security, NetLogo, Nmap, and Wireshark.

Introduction

In the modern digital age, our daily life and business continuity highly depend on interconnected
systems and electronic platforms. Due to this increasing dependence on technology, new advanced
cyber threats have evolved that can harm data security and system integrity. Cybersecurity is the
practice of protecting information and systems from these digital attacks which could cause large
financial losses as well as damage the reputation of organizations, or even governments. Ethical
hacking has now become one of the most important tools in cybersecurity by which security
vulnerabilities in systems are identified before they are attacked by a hacker so that such operations are
performed with the permission network or system owner to enhance security by managing networks to
find vulnerabilities early [1][2]. The study is based on how well-advanced tools can be used in the
operation of ethical hacking, specifically NetLogo, Nmap, and Wireshark. NetLogo contributes to
capturing a vision of systems' behavior and pre-visioning how various systems will act in response to
different conditions, thus shedding light on potential vulnerabilities. Nmap proves to be a robust
network finding and auditing tool that aids in listing down all connected devices as well as open
services that would be possible targets for attacks. However, in this paper, we used Wireshark as a tool
to help view data packets as they move across the network and identify any malicious activity that
could be an attempt to hack [3]. The widespread use of sensitive data in networks has highlighted the
difficulties faced by cybersecurity researchers, especially in defending against cyberattacks on their
systems, which have been increasing in recent years. For this reason, experts have had to implement
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complex, adaptable, and changeable defense plans to keep up with the threats [4]. The process of
integrating ethical hacking with advanced technologies can greatly help organizations secure their data
and systems. This paper aims to provide comprehensive insights into enhancing cybersecurity with the
aforementioned tools and guide researchers and professionals to adopt more adaptable and efficient
tactics to confront the growing threats [5].

Research problem

Cyberattacks pose a real and growing threat to information infrastructure in all sectors. The number of
cyberattacks has reportedly increased significantly [6]. The company said in its study that cybercrime
growth in some countries around the world exceeded 50% between 2016 and 2023, and pointed out the
prevalence of cyberattacks, especially ransomware attacks, in its published research. The study showed
that the number of ransomware attacks in 2021 increased by 64% compared to the previous year [7].
This growth is because it is becoming easier to carry out these attacks and the availability of attack
tools on the dark web at reasonable prices, which has led to a very rapid growth in such attacks.
Organizations have suffered significant financial losses due to these attacks. This problem is
compounded by the inadequacy of traditional tools and strategies in the face of these sophisticated
attacks. This is where the role of ethical hackers proves to be an effective tool in identifying security
vulnerabilities before attackers exploit them [8].

Research objectives

This research delves into facets of network security. It centers on three tools: NetLogo, for simulating
networks, Nmap for scanning networks and detecting vulnerabilities, and Wireshark for analyzing
network traffic. The study investigates the security hurdles faced by networks and aims to offer insights
and actionable approaches to enhance network security. Furthermore, it assesses the efficiency of the
tools employed. Offers suggestions, for enhancing security protocols.

Previous studies

Mirjalili et al. (2021) explored the concept of penetration testing, in web development underscoring the
significance of identifying security weaknesses in web applications to safeguard data. They also
pointed out methods like SQL injection and cross-site scripting (XSS). How they can be used to exploit
vulnerabilities in web apps. The findings of this research help shed light on the importance of
penetration testing in web applications ensuring an environment for users. This study extends its focus
beyond web development to networking aspects by utilizing tools, like Nmap and Wireshark [9].
Zhang et al. (2021) researchers examined the vulnerabilities in industrial control systems (ICS) and
highlighted the unique challenges these systems face due to their sensitive nature. The study proposed
models and techniques to assess and enhance the security of these systems. Through analyzing real-
world cases the study showcased how cyberattacks can lead to harm to industrial control systems. It
underscores the importance of conducting security assessments for intricate systems. Subsequent
research has leveraged these insights to expand security evaluations to enterprise networks offering an
understanding of security risks and diverse preventive measures [10]. Saravanan et al. (2021), A
research study delved into how mobile technology affects security emphasizing that mobile devices
serve as targets for cyberattacks. The research revealed the vulnerabilities of applications to attacks
when lacking proper security measures. Ongoing investigations address these risks. Employ tools, like
Wireshark to scrutinize transmission patterns and detect any dubious activities potentially stemming
from mobile devices [11]. Yunita et al. (2022), examined soil resilience in the context of infrastructure
development and pointed out the importance of improving security in digital infrastructure projects.



Although the focus was on physical infrastructure, the study highlighted the need for strong security in
all aspects of large projects. Although the research primarily addresses infrastructure its principles are
also relevant, to infrastructure. Recent studies utilize these findings to strengthen security measures, in
networks emphasizing the significance of implementing comprehensive defense tactics [12]. Altulaihan
et al. (2023), Explored the significance of safeguarding web applications. Highlighted the growing
vulnerabilities stemming from input verification. The research outlined methods to mitigate these
weaknesses and enhance security an aspect of networks. Building upon these tactics the ongoing study
extends their application to enhance network security overall by leveraging tools, like Nmap and
Wireshark [13]. Leroy (2024), The article discusses the expanding role of intelligence, in cybersecurity.
It focuses on introducing ReaperAl, an Al agent created to simulate and carry out cyberattacks.
Developed with the help of language models like GPT 4, it showcases its capability to independently
identify, exploit, and assess vulnerabilities. The study also introduces methods to enhance the
effectiveness and performance of this agent including utilizing task-oriented testing frameworks Al-
powered command generation and enhanced prompting techniques. Testing conducted on platforms
like Hack the Box has revealed ReaperAls proficiency in exploiting known vulnerabilities
underscoring its potential, in cybersecurity [14].

Conclusion of previous studies

Prior research has highlighted the significance of cybersecurity, across domains spanning from web
apps to platforms and mobile devices. Building upon this existing knowledge the present study
introduces an approach that incorporates tools, for evaluating and bolstering network security. The
findings derived from these investigations offer insights aimed at enhancing measures and mitigating
cyber risks effectively.

Research Methodology

The research process involves planning how the study will be conducted, gathering data in ways
analyzing the data collected, considering aspects, and acknowledging any limitations, in the research.
Tools like NetLogo, Nmap, and Wireshark are used to help achieve research goals. NetLogo is utilized
for simulating network behavior, Nmap for identifying vulnerabilities in networks, and Wireshark for
analyzing transmissions. Data is gathered through simulations, network scans, and direct observations
with precision. Statistical and qualitative analysis methods are applied to uncover patterns and
connections, among factors while upholding standards by ensuring data confidentiality and privacy
protection.

Tools used in the current research

NetLogo

NetLogo serves as a versatile simulation platform enabling users to construct and execute models that
mimic the behaviors of systems. It is utilized for developing models offering users the ability to
directly modify and interact with models fostering an engaging learning experience that aids in
deepening comprehension of scientific concepts. Additionally, it facilitates the creation of an
interactive and adaptable learning environment. Known for being user-friendly and open-source,
NetLogo empowers researchers to tailor models to explore scenarios. Researchers can adjust variables
within the model or network such, as the rate of news dissemination, credibility fact-checking
probability, and user (agent) forgetfulness rate [15].

Nmap
Nmap, also known as Network Mapper, is a tool that helps in exploring networks and recognizing both
hosts and security weaknesses within the network. It can conduct security scans, locate devices, on the
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network uncover open ports, and reveal services accessible through those ports. Additionally, this tool
offers flexibility by enabling users to tailor scans according to their requirements either through
commands or by creating scripts, to automate the process entirely [16]. Nmap sends data packets to
designated targets, within the network assessing the ensuing responses to extract details about said
targets. This tool proves valuable and user-friendly for conducting network security analysis and
monitoring emphasizing its importance, as a component of organizations' information security
strategies [17].

Wireshark

Wireshark is a tool that allows for the examination and monitoring of data transmitted through network
packets. It is instrumental in analyzing the behaviors of transfers including details like source,
destination, and the type of protocol utilized thereby aiding in the detection of suspicious activities.
The tool proves beneficial in identifying and studying attacks associated with protocols enabling users
to filter, search, and generate statistics for an analysis of captured data. Being source and user-friendly
Wireshark supports network protocols and seamlessly integrates with systems, like intrusion detection
systems to pinpoint potential threats and enhance network security [18], [19], [20].

Methods Generally Used Currently and Previously

Traditional methods of penetration testing

At times penetration testing methods depend a lot on tools and basic techniques to discover
vulnerabilities. Testers had to scan networks and search for vulnerabilities without the aid of advanced
tools to make the process easier.

Modern and advanced tools

With the progress of technology, new and improved tools for penetration testing and security analysis
like Metasploit, Nessus, and Burp Suite have been developed. These tools offer enhanced
functionalities to detect vulnerabilities and conduct network analysis, with precision and efficiency.
Their capabilities encompass identifying vulnerabilities, scanning networks, and performing automated
penetration tests.

Research Results

Network simulation using NetLogo:

- The simulation illustrated the interactions, among network components. Highlighted the impact of
security measures on network security. Through this simulation, valuable insights were gained on
enhancing network infrastructure, for security. Based on Figure 1, we have a space filled with creators
of red and blue characters.



File Edit Tools Zoom Tabs Help

Interface  Info Code

normal speed
g view updates
I Settings...

A T I
Edit Delete Add continuous ~

ticks: 0

move-agents

check-penetration

Figure 1 Error! No text of specified style in document. Netlogo space and User-

Red characters refer to the attackers on the network, while the blue refer to the defenders of the
network is:

Global Variables:

hackers: This variable stores the number of hacker turtles (Software objects, virtual elements, or the
basic element used in the simulation environment) in the simulation.

defenders: This variable stores the number of defender turtles in the simulation.
Setup Procedure (setup):

Clear All: Clear the current state of the world.

Set Default Turtle Shape to ""Person™: Set the default turtle shape to ""Person"".
Set Intruders 20: Set the number of Intruders to 20.

Set Defenders 15: Set the number of Defenders to 15.

Create Hacker Turtles [...]: Creates Hacker Turtles based on the value stored in the Hacker variable.
Each Hacker Turtle is assigned a red + 1 color and placed in a random location in the world.

Create Defender Turtles [...]: Creates Defender Turtles based on the value stored in the Defenders
variable. Each Defender Turtle is assigned a blue color - 1 and placed in a random location in the

world.

Reset Marks: Resets the mark counter to zero, indicating that the simulation has started.
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Go action:

* Move-Agents: Call the move-agents procedure to move all turtles.

» Check-Penetration: Call the check-penetration procedure to detect and handle hacking attempts.
* Tick: Increments the tick counter by one, which advances the simulation by a one-time step.
Move-Agents: Call the move-agents action to move all turtles.

This action is responsible for moving all turtles (intruders and defenders) randomly.

Each turtle rotates at a random angle between 0 and 50 degrees (rt random 50) and moves forward by
one step (fd 1).

Check Penetration Procedure (check-penetration): Call the check-penetration action to detect and
handle hacking attempts.

This procedure is called to check if the intruders are within range to attack the defenders.

It first selects all the intruder turtles as red + 1.

For each intruder turtle, it selects potential defender targets within a radius of 3.

If there are potential targets, it randomly selects one target using one of them and calls the attack
procedure on that target.

Tick: Increment the tick counter by one, which advances the simulation by a one-time step.

Attack Procedure (attack):
This procedure is called to simulate an attack by a hacker on a defender.

It takes the target defender turtle as a parameter ([target]).
It kills the target defender turtle by calling the die procedure on it.

Set Hackers and Set Defenders Procedures:
These procedures allow you to dynamically change the number of hackers and defenders during the
simulation by setting the values of the hacker's and defender’s global variables.

The global variables for attackers and defenders act as parameters that define the initial conditions of
the simulation. These variables determine the number of attackers and defenders in the environment.
The setup process begins by initializing the simulation environment by scanning the world and setting
the default appearance of the turtles to “person”. It then determines the initial number of attackers and
defenders using global variables. Attackers and defenders are generated and randomly distributed
across the world.

Once setup is complete, the move action governs the progress of the simulation over time. It calls two
sub-actions: move agents and check attack, before advancing the simulation time with a single click.
The move agent's action determines the movement behavior of the turtles in the simulation. Each turtle,
whether attacker or defender, rotates randomly at a specified angle (between 0 and 50 degrees) and
moves forward one step. This random movement creates dynamic interactions between agents in the
environment.

The optional hack maneuver is, in charge of spotting attacks that assailants could carry out against
protectors. Initially, it pinpoints all assailants. Then locates targets for protectors within a designated
range. If potential targets are discovered one target is chosen randomly. The assault maneuver is



executed. This maneuver imitates an attack by a hacker on a protector. Upon activation, it utilizes the
target turtle, as input. Eliminates it from the simulation by executing the dice move.

Finally, the set penetration maneuvers and designated defenders offer the ability to adapt the quantity
of hackers and defenders in time during the simulation. This functionality enables users to experiment
with scenarios and tactics, within the simulated setting. Essentially the code manages the engagement
between hackers and defenders, in an environment, where hackers strive to breach and assail defenders
while defenders work to safeguard themselves. The actions defined for each entity drive their behavior
leading to an understanding of penetration testing dynamics.

Scan the network using Nmap:

Network scanning revealed multiple security vulnerabilities in corporate networks. The results showed
the importance of using advanced tools such as Nmap to identify and remediate these vulnerabilities
before they can be exploited by attackers.

As shown in Figure 2 The results of the Nmap scanning reveal detailed information about the network
hosts and the services running on them. Here's a breakdown of the findings:

192.168.0.13

192.168.0.1

192.168.0.115
O 192.168.0.102

Figure 2 Nmap network Topology Detected over network Scan

192.168.0.1
Host is up with low latency (0.0100s).
Open ports:
22/tcp: SSH
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53/tcp: Domain

80/tcp: HTTP

1900/tcp: UPnP

MAC Address: D8:47:32:04:EA:C6 (TP-Link Technologies)

192.168.0.13

Host is up with low latency (0.010s).

Open ports:

22/tcp: SSH

80/tcp: HTTP

MAC Address: B0:4E:26:7D:15:7E (TP-Link Technologies)

192.168.0.102

Host is up with low latency (0.011s).

All 100 scanned ports are in ignored states.

MAC Address: 42:5C:A9:A0:B5:1F (Unknown)

192.168.0.115

Host is up with extremely low latency (0.000020s).

Open ports:

135/tcp: MSRPC

139/tcp: NetBIOS-SSN

445/tcp: Microsoft-DS

1433/tcp: MS-SQL-S

The Nmap scan results provide insightful details about the network hosts and the services they provide.
Across the scanned IP addresses, several notable findings emerged. First, at 192.168.0.1, the scan
detected an active host with minimal latency, revealing open ports for SSH, Domain, HTTP, and UPnP
services, along with the MAC address associated with TP-Link technologies. Similarly, 192.168.0.13
showed a response with open ports for SSH and HTTP services, also associated with TP-Link
technologies via its MAC address. However, at 192.168.0.102, despite the host responding
immediately, all scanned ports were in the Ignore state, indicating potential security configurations or
firewall restrictions. Finally, 192.168.0.115 showed a fast response and revealed open ports for

MSRPC, NetBIOS-SSN, Microsoft-DS, and MS-SQL-S services, highlighting a variety of network
functions. Overall, the Nmap scan provided basic insights into the network topology, helping



administrators assess vulnerabilities, improve security configurations, and strengthen network defenses

against potential threats.

Analysis of packet transmission using Wireshark:
- Packet transfer analysis helped identify suspicious activities and potential threats within the network.
The results showed how Wireshark can be used to detect and combat threats in real-time.

In Figure 3 of the Wireshark results a series of TCP acknowledgments (ACKS) is captured from the
source IP address 192.168.0.115 to the destination IP address 104.18.103.100, through port 443. The
sequential acknowledgments indicate that the sender received the data packets successfully. Each
packet is 54 bytes in size suggesting small data transfers took place. The consistent pattern of
acknowledgments with increasing acknowledgment numbers (Ack) and window sizes (Win) suggests
communication between the source and destination hosts. The timestamps show an exchange of
packets within a period underscoring the efficiency of the data transfer process. In summary insights
from Wireshark results shed light on network traffic dynamics and communication trends, between the
source and destination hosts during a timeframe.

No.  Time Source Destination Protocol Lengtt Info
TCP 66 [TCP D
2 1 5 TCP 145 r] 4 Len (P Led POU]
I 2. 18:20:54.535010 192.168.9.115 104.18.182. 108 TCP
100 1 TCP ntn Len TCP segment ..
TCP
TCP
TCP
TCP
TCP
1 TCP r] 4
.. 18:20:54,564889 192.168.0.115 104.15.102. 100 TCP 54 49766 + 443 [ACK] Seq=141 Ack=1720601 lin=3257 Len=0
.. 18:20:54,567285 104.18.102.100 192.168.8.115 S5lvz 1454 Encrypted Data
. 18:20:54,563007 104.13.102.108 192.168.8.115 TCP 1454 443 + 49766 [PSH, ACK] Seq=1722081 Ack=141 Win=8 Len=140@ [TCP segment of a reassembled POU
:54.568015 192.168. 104.18.182. 108 TCP 54 49766 + 443 [ACK] Seq=141 Ack=1723401 Win=3257 L
1 TCP 4 [T i nt n
TcP
2 2 1D
Frame 1: 1454 bytes on wire (11632 bits), 1454 bytes captured (11632 bits) on interface \Device\NPF_{4BACT9AF-988F-432E-BBCS-(T7DAT93ECAC}, id @
Ethernet IT, Src: TpLinkTechno @4:eatch (d8:47:32:04:ea:c6), Dst: ASUSTekCOMPU a@:f9:db (@3:bf:b8:a0:f9:db)
Internet Protocol Version 4, Src: 104.18.102.108, Dst: 192.168.0.115
Transmission Control Protocol, Src Port: 443, Dst Port: 49766, Seq: 1, Ack: 1, Len: 1489
Transport Layer Security

o po po o IS

Figure 3 Discover Transmitted Packets Over the Network Using Wireshark

Summary of the results

The results obtained from the NetLogo simulation, Nmap scanning, and Wireshark analysis offer
comprehensive insights into different aspects of network behavior, penetration testing, and packet
transmission dynamics.

NetLogo Simulation Results:
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The simulation orchestrates interactions between hackers and defenders within a simulated
environment.

Global variables define the initial conditions, including the number of hackers and defenders.

The setup procedure initializes the simulation environment, creating and distributing turtles randomly.
The go procedure governs the simulation progression over time, invoking sub-procedures for
movement and penetration checks.

Movement procedures dictate random movement behaviors for turtles.

Penetration check procedures assess potential attacks and simulate hacker-defender interactions.
Dynamic adjustment procedures allow for real-time changes to hacker and defender counts, facilitating
scenario exploration.

Nmap Scanning Results:

Detailed data, on network hosts and the services they offer was revealed. The analysis also noted the
responsiveness and open ports, along, with MAC addresses. Key discoveries include hosts providing
services possibly restricted ports and overlooked ports suggesting security setups.

Wireshark Analysis Results:

Captured TCP acknowledgments between specific source and destination IPs over port 443.

Sequential acknowledgments with consistent packet lengths indicate ongoing data exchanges.
Timestamps reveal rapid packet exchange within a short timeframe, suggesting efficient
communication.

In summary, the NetLogo simulation helps us understand how hackers and defenders interact while
Nmap scanning uncovers network structure and service specifics. Wireshark analysis illuminates the
dynamics of transmission. When combined these findings give us an understanding of network
behavior assisting in evaluating vulnerabilities optimizing security and developing defense tactics.

Conclusion and Recommendations:

This paper delves into the intricacies of network security by taking an approach that leverages tools,
like NetLogo for simulating networks, Nmap for vulnerability scanning and Wireshark for analyzing
packets. The main goal was to grasp the complexities of cyber threats and devise strategies to bolster
cybersecurity in networks. This study offers a framework for scrutinizing and boosting network
security through penetration testing and network analysis tools. The insights gained offer guidance for
organizations looking to safeguard their data and systems against evolving cyber threats. By
implementing these recommendations organizations can strengthen their defense mechanisms. Ensure
the safety of their networks, in todays landscape.

Based on the findings, the following recommendations can be made to enhance cybersecurity in
enterprise networks:

1. Adoption of advanced penetration testing tools: organizations are encouraged to use penetration
testing tools, like NetLogo, Nmap, and Wireshark for analyzing networks and identifying
vulnerabilities.

2. Employee cybersecurity training: training employees on cybersecurity best practices and how to use
advanced tools can reduce the risk of cyberattacks.

3. Develop advanced defense strategies: organizations must develop and update their defense strategies
regularly to keep pace with growing and evolving cyber threats.



4. Conduct periodic security reviews: conducting periodic security reviews of networks and
infrastructure can help uncover and address security vulnerabilities before they are exploited.
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ABSTRACT:

The idempotent divisor graph of a commutative ring = is a graph with vertices set in = *
= = -{0}, and two distinct vertices d; ,d, are adjacent if and only if 4,4, = e. For some
non-unit idempotent element e? = e €=, it is denoted by r (=) . In this paper, we find
some basic properties of this graph when a ring = is direct product of field order 2 and
local ring of nilpotency 2. As well as we fined The Zagreb index of this graph.

Key word: idempotent divisor graph, zero divisor graph, direct product, Zagreb index of
graph.

1. Introduction
We assume that R is finitely commutative ring with identity 1 =0, and Z(=) the set of

nonzero zero- divisors of =. We denote U(zr) (I(r) respectively) the sets of every unit
elements (idempotent elements respectively) of the ring = respectively. We refer as to |S]
a cardinality of a set S and F to a field of order s, where s is a power of prime number p.
In [14] 2022 the authors H. Q. Mohammad and N. H. Shuker presented a new definition

relating the theories of rings and graphs, which is called idempotent divisor graph and is
denoted byn(w) , and its vertices are lies in = ==\{o3 and two different vertices d,,d,
adjacent if and only if 4,4, = ¢, where e is an idempotent element that is not equal to 1.
This graph is a generalized of the made by authors Anderson and Livingston in [1] 1999
denoted by r®) and its vertices are in z®)* = z®)\{o}and the two different vertices d,,d,
adjacent if and only if 4,d,=0. The authors in [1,14 ] have shown the relationship

between the two graphs, and the graph n() is connected withare There . diam(i(r) < 3

many authors study in this like see for example [11,12, 15,16] and [17]. The author of the



source [2] also studied a special case of this graph, which is when the ring R is the direct

product of two fields F and F'. In a graph theory, we review some concepts from basic

graph theory. "Let G be a (undirected) graph. Recall that G is connected if there is a path

between any two distinct vertices of G. The graph G is complete if any two distinct

vertices are adjacent. The complete graph with n vertices is denoted by K,. A path in a
graph is a succession of adjacent edges, with no repeated edges, that joins two vertices. A
path on vertices Py, is the simple graph consisting of path. For two vertices ¢, and 4, in G,

d(dy,d,) denotes the length of the shortest path from «¢,to 4,. We then define the diameter
of a graph, denoted by diam(6) = sup{d(d,,d,) : d;and d, vertices of G3. Let G be a connected

graph and d € v (6), the eccentricity e(d) of a vertex 4 in graph G is the distance from 4 to a
vertex farthest from «’, that iS e(d) = max{d’ € v (6) : d(d,d"}. The radius of G denoted by
rad(G) that IS rad(G) =min{e(d):d €V (G)} and the center of G,

Cent(G) = {d € V(G): e(d) = rad(G)}. A subgraph H of G is an induced subgraph of G if two

vertices of H are adjacent in H if and only if they are adjacent in G. The chromatic

number of G is the minimum number of colors needed to color the vertices of G so that

no two adjacent vertices share the same color, and is denoted by x(G). A complete
subgraph K; of a graph G is called a clique, and «( G) is the clique number of G, which is
the greatest integer r>1 such that K .© G. Let 6, and ¢, are two graphs, then ¢, ug, Is
graph with V(6,us,) = V(6,) u V(c,) and E(6,u6,) = E(6,) v E(6,), and ¢, + ¢, is a graph

with V(6, v 6,) = V(6) v V(6;) and E(c,+6,) = E(6y) v E(6,) u{{u,v}: u € V(c,), v €

V(c,)}" see for example [4,18 Jand [9 ].

In a ring theory, " For a ring =, a proper ideal M is called maximal, if whenever K is an
ideal of R satisfied McKCR, then K==, if ® has one maximal ideal, then is called local.
If = finite non-local, then = is a direct product of the local rings. A non-zero element d of
aring = is called nilpotent if d' = 0 for some positive integer i. The smallest integer i > 0
such that d' = 0 but d"! # 0 is called the nilpotency index (or index of nilpotency) of the d.
an element ¢ in a ring = is said to be idempotent if e=e?". For more details see [3,5] and [6

]
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This paper consists of two items dealing in the second item study idempotent divisor
graph when a ring R direct product of local ring and field order 2 and provide some
properties of this graph such as order and size in addition to that we find cliqgue number
and center for this graph. Finally, we find the Zagreb index of this graph using the results
obtained in the second item
2. Zagreb index of the idempotent divisor graph .

Initially, we will outline the general classification of graph m(F.x=’) by identifying
adjacencies of this graph. =’ is a finite local commutative ring with index of nilpotency 2
and F is a field. Specially, F; is a field with two elements.

Theorem 2.1.
Let F, be a field order 2 and =’ local ring with maximal ideal M satisfied M?=(0). Then

n (FZXIR I)E K1+(K2|Z (R:}xl)u |N1| Kyu %lNzl P4) where N1:{CEU(.‘R’):C=C_1| and

N,={ceU®"): c#c'}.

Proof.

Let (a1,d1)e Foxz—{(0,0)}. To find adjacent vertices in  (Foxz ') . A first step a vertex
(1,0).(a1,d1)= (21,0) is an idempotent element not equal an identity. A second step we
discuss when d; € Z (& " and a; € F»={0,1}. Now, since M?=0 and Z(z')=M, then d;. d,
=0 for all di, d, € Z®» ". So, if d, € Z =) 7, then (1, d;) adjacent with (0,d,), (1, d2), and
(1,0). Similarly, (0, d;) adjacent with (0, d,), (1, dz) and (1,0). So that degree (a1, d1) = 2|
Z®) |+1; a1€F,, d; €Z ®)". A final step we discuss when ¢ eU") and a; € F,={0,1}.

We see that there are two cases:
Case A:

If c=c’%, then (1, c) adjacent with only two vertices (0, ¢) and (1,0). Similarly (0, c)
adjacent with only two vertices (1, ¢) and (1,0). So that there are |[N;| sub graphs induced
by N1={(1,¢),(0,c):ceU(=’) and c=c}.



Case B:

If c£c2, then (1, c) adjacent with only two vertices (0, ¢c*) and (1,0). So that degree (1,
c) = 2. As well as, (0, c) adjacent with only three vertices (1, ¢?), (0, ¢?) and (1,0). So
that there are 2N sub graphs induced by N»>={(1,c),(1,c™),(0,c), (0,c™*): ceU(=’) and c#c’

1}.
From the above adjacency steps, we conclude that

H(FZX.‘R’)E K1+(K2|Z(R:)x|)u |N1| Kyu %|N2| P4)

Corollary 2.2.

Let = =~ F,x®’ such that =’ is local ring with M?=0, then diam( (F2x 2"y = 2 and

cent(R) = {(1,0)}.
Proof.

Directly by fact (1,0) the only adjacent with every other vertex.

Proposition 2.3.

Let = = Fox®’ such that =’ is local ring with M?=(0). Then x(r)=w(®) = |Z (#")"|+1.

Proof.
Since V(r) = uS; for 1<i<4, where S;={(1,0)}, S;={(1,1), (0,-1), (0,1), (1,-1)}, Sz={(1,c),
(0,c) :c eU(®)}, S4={(1,d),(0,d) : d €Z(»)}. The element in set S; adjacent to every
element in Sy, Sz and Sy, and we see that a subset S, is a complete sub graph of n(=). As
well as any element in S; and S; non adjacent in any element in S4. So, a graph n(®) have
a minimal coloring S=S; v S, and complete sub graph H induced by S. Therefore, x(»)
=o(®) = [S|=[S4l+1.
Theorem 2.4,
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Let = =~ F,xz’ such that ='is a local ring, then

2r—2 tif ve{(1,0)} :r=|R"|,
2|2 (R) 7|+ 1t if ve{(1,d)}{(0,d)}:d; €Z(R),
2 L if v e{(0,d)}d, e UR),d =1,
deg(v)- 3 tif v € {(0,d,)}:d; € UR, d%li 1
2 s if veE{(1,d)}d, € UR).
Proof.

Since (1,0) be adjacent with every other vertex then deg(1,0)=2r-2, where r =|z|. Also,
for each a=(a;,d;) € ®\{0}, where a;=0 or 1 and d;er’=U(®) v z®)*. If d; €Z(»")", then (1,
d1) and (0, d;) adjacent with vertices (1,0),(0, d;) and (0, dz),where dieZ(=’)". Therefore
deg(1,d1)= deg(0,d1)=2|zr")*| + 1. If die U(wr’), then(1,d;) adjacent with (1,0),(0,d;?).as
well as (0, dy) adjacent with (1,0), (1, di2), (0, di%). So deg(1,d1)=2 and deg(0,d;)=2 if
di?=1 and deg(0,d;)=3 if d;?=1

Theorem 2.5.

The order of 1 (Fax®’) = 2®'-1 and the size is m(m (F2x®")) = (2r-2 +(2jz (") *|+ 1)
1z (R")*| +2|N1|+3|N2|+2(IN1|+|N2|)), where N;={ceU®":c=c*} and N,={ceUxr": c£c'}.

Proof.
Clearly the order of 1 (Fyx®=’) =| Fox®/|=2="-1.

Now, to find the size of a graph r (F2x®"). Since 2m(11 (F2X®’))=%,, z .z deg (), then
2mil (F2 XR') = deg(1,0)+ Eue{{l.a}.{o.a}:dez{m*}deg (v) +Eve{{o.c}.ceu{m:c2:1}deg (v)

+ zve{(o.c).ceu(sé}m?;t 1}deg ) + Eve{(l.c).ceu(:ﬁ}} deg (v)

So, by theorem 2.4 we have

2mit (FoX®')=2r-2 +(21z (®) *| + 1)1z (®")*] + 2|N1|+3|N2|[+2(|N1|+|N2|), where
Ni={ceU®": c=c} and N,={ceU®"): c£c'}. Hence mi(r2 x ") =§ (2r-2 +(21z ®) |+ 1)
1z ®")*| +2|Na|+3|N2[+2(|N1|+N2[))

Example: Let » = Z,%Zg, then a graph n(z) presented in figure 1:



(1.8)
1,4 r 04
(14) (0.7) 04) (17) 08)
(1,0) (1,1)
= I \ 0.1)
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L >
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(0.6) (1,6)

Figure 1: [1(Z, X Zy)

We note that z(z,)* = (3,6} and v(z,) = {1,2,4,5,7,8)=N, U N,, Where v, = {1,8) and N, = {2,4,5,7).
Therefore n(z, x z,) = k, + (K, U 2K, U 2B,).

Recall that "The Zagreb of a graph indices of the graphm (F,x=’ ) , denoted by Z;
(7 (F2x=")) and defined byZ; (17 (F2XR")) = £, we (deg )2"[8]. There are many authors

study in this like [7,10] and [13]. Finally, we present find the Zagreb of a graph index of
the graph n¢r, x®), where r={0,1} is a field order 2 and =’ is a local ring with

nilpotency 2.

Theorem2.6.

The Zagreb of a graph index of the graph m (F.x=") is given by

Zag (11 (Foxx'))

= 4(r*-r +1)+4[1z @) “1*+iz ®) Pl 1z R P+8|N1[*+13|Nof* +8|Ny|.[N2|
Proof.

The Zagreb of a graph index of the graph  (F2x=")is

Zag (11 (F2XR'))= Ty, xn) (deg ()

= deg (1,0)+ Zoeqra0a@eg (1)) F Zyeqoe.cen c2—1y(deg (1))

2 2
+ Eve{{o.c}.ceu{ﬁ“):cz¢1}(deg ("’)) + Eve{{l.a}.ceu{ﬁ)}(deg ("'))
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Since
=(2r-2)2 +((202 @)1 +1) 12 @) ] Y+HRINH+ BN INLHNg])?
= 4(r%r +1)+[2iz @) P + 12 @) 11 +AN1+9INo+4(IN1[+N2])*

=4(r%-r +1)+ 4[1z @) *[*+z @) P+ 12 &) *P+8|N1[*+13|N2|* +8|Ny|.|No|

Example 3.2 : In graph n(F,xZy), then The Zagreb of a graph index is
Zag (1(F2%XZ5))= Soen(ezn(deg (v))?=(deg (1,0))

+(deg (1,2))*+(deg (1,4))?+(deg (1,5))>+(deg (1,7))*+(deg (0,2))?
+(deg (0,4))*+(deg (0,5))>+(deg (0,7))>+(deg (0,1))*+(deg (0,8))>
+(deg (1,1))*+(deg (1,8))>+(deg (1,3))>+(deg (1,6))*+(deg (0,3))?
+(deg (0,6))* = 374.
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o las (e Ay il Bhlidl 8 dalay elially el Al Bl a0l ) o @l g Lgililza
(Ol 5 Apmalall olaall o34 8 G slall (g ppaall 3 53804 ) Al Lpaailiad (aliail ) (sl Laa oludl)

o oball gl Le alaee ) LIS Q5 a8 oyl A A Ll dlens Ciladiia s (pfialall (e 2]l gy

§laal) Jlad (e dadlil) 4kl o) sall 5 o lual) dala 5 dalisa) cileliall b i) 4Lasll o) sall

8 Aediinall Ay pall CUS jall aals LS e flaall el s dppl) Cleliall 8 i)
@allall 8 die Sl e Liall

kel cleluall 8 b il 5 gl g sball ol 45 glal &) guaall jualiall (e gluall il
O el g ddaiill cleliall 4 clilcasS delllly muall Glelia 8 a0d0 Cua de il
elail paan 8 daladinl ol Gsis glaall oda e (b 107 % 5) s goiai a5 . AY) Cliaradsl)
BsS Ay Cagyme e ) Gllull € 5 8 Al Al o) sall e el ladin) iy callall
Al Al Aaliaal) cileliall Cu lall 8 @dliad JS5 e glual) o3a (e %15-10 s 35 canall
O Sl o amy Ll 3 alaia¥) gl 3y Aaad) ST 35S JSLEL Gy Law oy i) gl olaall joliae d L 5\al
ol e Ll Jalgall e i) 3 & flual) oda jaaad 6 deddioall 0001 o) 5alld Lgia )
oY Lah Gl Al 3 L8l Jd elall (e LS pall o3 A1) Guenisall (ed clIA dagi g ¢dilla yul)
(10.10) il alaill 5 ) e (snall Ay ha Lt il 5 Lsans aany Bl (15 Allean

on sl g s AiliasS s Al 58 iy (§yka skt a5 5 AN il shuall 8 bl ) (e sl jal s
3auSY 5 oliiad) Juad s ¢ 3l 3iaY) 5 eyl byl o2 Jadiiy $lual) s2a Al ) 5 olpall gl Jaliil ddlis,
(12)3,3) a3 5 200 sl Aalaall g ¢ 5 52Y) Jalidll 5 ciyilpe

13¢d Laadinnall Aplanll Aol cJlaall 130 8 Al 43liS Capny LD 038 aa (e ) 3i0Y) ey g

Ol Adaaly Aalall ol gall (amy dgag b daaddiall ApalaB@V) 4ilSiy g AY) 5okl L jlie (gl

cormibn Joal 3 ol gl Gany Al o3 aladiinly 3aaa Aale 3 ga o ghat ) 158 50 Cpfialll (e aal) J g
(A9Lal) s dallaal (381 5 e (5 53a3 Y ol delia (5] W & 2a 0 Y

Y DA e oaall Caeall slie dadleal Allad Aoy a gLl A8 Gf Glul ol e pasll & ekl
e e 5 (AOPS) deaiiall 30u8Y) cililae ¢ 45 53l SIS Galaa ) i) & il 038 aal (e Jlaill



Babe s Allad A8y Ly ) 3eY) 5 Ol Adee SR o g uimall a8 g A guimnal) il shall A1) 8 Alladll illeal
(1419ay yu 25yl

sba e e85l Galiall dapa A3 A LSl sl 48 sty 1 a8 aielea s (Dwane, 2018

o Ll sgal) AaY) Juanall Cag Lyl i 35 (979%) A1) A o Jgemall o3 Cum elicall Ci el

(2cm) & SdY) G bl 5 (2.5min) sa sl (a5 (347MA/CM?) & Ll S | (3.1V)

i e eliall Cajuall ol (e Clapall 2 3) & 5 Sl aladin) 46l Jle gl Jus el
(16) |

)

>all ca pall ol (1« Congo Red 4xua 4l 3L )53 M.Ravi Kumar & Bedewi Bilal 2018)
e @ il (e 23 Al jy Cuad Cua Bl AGaa 5 ¢ Al Ainidia Tiale 3 ge aladiuly ) eV A4 Hhay
s (5ad) Aa o kel salall A hinall 1Y) 3 5 ddall Alall ;oe 3l o s A5V dlee
Aa ) & DY e o Jsaall Bl cagpall culS dus 99.70% (o2 5 Adle A1) A e J szl
a2l @ Ll (0.1mg o k) salall S 100-300MG/L 52 S50 PH=2-12 ,298K 3_) |

A7) 550 53 iy 230 ) g Aoy B w3 sai o)

?5 Askall Al oLl (e (pinmala iana Al Y 4l )n S8 (Zainap Abdul Razag 2018)
sdla alasinl &8y dallaall & ) 3ieY) dgdae aladiuly o) 50 dpcaalall dapall g o) peall dpaslall dxuall
@Ay §sidall 5 Criandl delia (o Laluiall Ll (ol Criall delia cililie LW 4 o 4lS)) G gaea o jle
Al i) oas @l il (e Al iy lgie galddll e oY Al deliall clilie e ying
(PH=2.5) (o dddaall o3gd Ml g all () a8 (30l Balall 4paS Uil 5 | 58 Sl Apuadlall
,(0.20) 2 Oiruall 5l salall eS8 ) 3l dpadall drpall (PH=6.5) 5 ¢l seall dpadall dxuall
Lol (97%)a DY) 3S culSs  (50MQ/L) s Oiraall 3S53 (40mMin) Oiiraall el

(18),cld ) 3 dpmalall dapall (9196) 5 &) seall dpanlall

(= (Orangl2) 4aua 4l ) & S peSI paiasl) 45y )l aladsul &3 Shrooq Mahdi Al-Bayyati 2020)
Lapall 380 55 4330 3A0 235 (500ml) leans dalad Alay &) & giadY) e el Jleatinly Sl J slaal)
e cilil@5(20,25,30,35C%) 4 ddlise s s clasus  (50,100,150ppm) b
Crraal) (s Adlial) 5(240m?) 2 hadll Aadaid) dalidl) il 5(5,7,9) draalall Alall 5 (10,20,30V) 2
(50ppm) =S Al oo A3V Aleal Bl okl il (99.64%) o4 A Y das CilS (1.2cm) A

19 (1cm) o) ¢ Adludlly (PH=5) 5 (30V) 4l sia 5«(35C0) (& 30 uall Aa o

g 30 Cpliddl dana A1) 3) 4l ) )56 ( Thsan Habib Dakhil and Ahmed Hassan Ali 2020)
o panall el el aladsiuly ) ey A8y oy eliall s pall sl (e (Methylene Blue)
(PH=2- dpcaalall AN & 5 515 dgdee e 5 isall Cl paial) Gmmy dusl ja cuadg ¢ e )y 30 culaladl)
O <ailS Ladiall 53, 43S 100-1000mMg/| (3o Aisall Y1 5 50 10-150min ¢ e ,10
PH=7 ,120min o ll) (& 415} daws Juadl e Jpeanll Bl Cag jlall <uilS Cua 0.1-1g/100m
s ha ddle A ) ds e Jsaal) 235 0.7¢/100ml 58 sladl) Jadiall ¢ 5 K1 (5 55,100mg/ 1 S Al

(20) 98.19%
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Araa A1Y Al eSl bl dlae e 5 Ji5all Jal gall Al joy diclea s Ahmed ) 568 2020 4o (85

A a el e el g Al 5 SN QS aladiuly & gleS Akl Leldlaw (e (blue-2) 5 ,(supra green)
iy 5 aladind 5 (50,100,150,200ppm) 3:SI 5 Ga (s2ar5 B0V abss 2ga 5 (SS18) iias plilinall
e caiag A3 s Jumdl Al al) e el Cua (50,100,150)ppm S iy Cal s SIS o g3 geal
supra green ixsal 58% dui s Blue-2 dasall 86.6%0 A1) dauis g o saial¥) alad 2ic 200ppm xS s

S et gl Y1 A5 5l (pa Sy ligeall A 3Y1 &S a5l S0 150ppm S s
(21)

odaal) 44,k Bladiul 5 Ahmed Saeed Othman and Roaa Khalid, Attala.B.Dakhil 2021)
(e alkdl alaaiuly Al Jedaall e (Orangel)iasss (Yellow N010)) deua a3 4 AL jeS))
il iy S5 (150,100,150pPM) ot 5 Arsmall e Adlida 581 53 281(SS304) (ye ol 5 (Al o ssialY)
il Jadl ), (100min)ces (50ppm) S i Sy 5SI JolseS NaClpalainl 5 (5,10,15,20,25)
Orangl )s (Yellow No 10 95.24%) <uilS asaial¥) il aladiuly ofesall A A5 Juadl
Yellow N0 10 97.31% & s 5SI Jglaa () 0 At Jazadl Wl | 3l g 53S0 J laa d8Laly (91.69%

(22) (Orang193.77%) ()

(Reactive 4xua 4L | sx8(Teshal Adane & Sintayehu.M.H.& Esayas Alemayehu 2022)
DSl sl Al 33l e s el Jaiial) i gial) il ) 5 A8 ey Sl Ledslae e Red 198
¢ oY) dall 3 55 PH dcaelall A1) Jia )5l e 5 el Qalgall (g 230 dal 3 caai 3 3la 02eS
555 (PH=2) (& A1) damdl Lo Jpmall JBall Gogplall <l Gum (el sl salall S
A 9796 & Al ) A Jumdl e J el 5 (150mincsel) , 3.7g/15 3l salall 43S 15mg/[4isal
A Al e Jeliill gl 3 s aliate¥) LS o aaad Jal (e dalall 3Ll 3liS (g Biall 3
idaud 5 laa Al 5 (RR198) disa ) jial of Jas s dalise (aliaial z3lad aladiul o3 L3SH des )

(23) eSsY a i g 3l

tard) ¢ adl-2

3 gall 93 3ea¥I]-2
b 3580 ) e 1
Hot plate <b_aill 5 = ) Sl
UV .Vissible spectro diswiill (3 68 5430 jall 425 ddlidas lea
gl (uld Slea
zal oe ol Al
Ale clala )
i L
psad geall U S Sl S J slaa
D Ohadl
Calfiall dra g dpanla ol jen draa ) e OsSE Ay, ol £ Al drua A
EROSEIIREREY
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Leishman :asuall aul

Leishmania : selell auY!

S Al yall

HaC.. \S

CHy ¢ CHy

C27H27C|N203S :\-:‘-’;L)Aj‘ ‘\-’—,‘-“‘S‘
854.03g/mole : a1 ¢

644nm: > sall J shall

Jaall 43y ;12 -2

ol Jladl st -

sl e (11000ml) (A rall e ((1g) 413G (100ppM) 38 s drpall il Jolaa jucass o
.(100ppm,200ppm,300ppm,400ppm) sill e dxpall (o ddlisg 380 55 4t G pany il
(1000ml) & =l e (1g) 23 5 Cam( NapSO4) i s AT Jslaal) ypumas 3 SIS 4yl
Sl e alall e ddlise 581 5 juast &5 (MV1=M,Vy) sl (538 Jlaaiuly g jhiall slall (1a
. (50ppm,100ppm,150ppm)
s Al eSl Al juaas
6cm Lel& )l s | 8cm Leae 5, 10cm Jshll) Wabe) zla 31 (e de giian 4300 5eS Julat 218 Jlaainly
( 0.1cm elasss, 7om 4case s, 8em Jshkll) laslal o pial¥) Uil Jlaxinys (300ml) damas (
(a-h) ISl o sa LS 5 (Aem) Ui G Adlasall
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(=)

°

DC power supply
PH meter
Magnetic stirrer
Electricity Cell
Electrode

(b)Jsa

()52

- sl 5 il -3

LAY s e il G psaiall e o

D dsall Syl S il 1-3
aiiall 38 5l Wl 255 (100ppm,200ppm,300ppm,400ppm) (s s dasall 3:S) 5 day ) Casasin

xS padiul 5 (4em) 4dlaal s 38 53 JST5 (100min)saals el ae Siall aliaia¥) oabd JA (1
LS AU 4 saall Al v &3 (544nM) (o> 5« Jsbas (6.9) drcasls Aly aie (50ppm) <l 5 <1

(1-5)JSEY1 5 Jghasl b

daline 380 55 (5volt) 4ul 4 s | eishman eal 41 53U 4 sial) Aol 5 (aliaia¥) ad (1) Jsaal)
(298K) 3,1 Aa 505 (SS316diw elilindl) (ya (puadad aladinly

5V
Tm:]e;(ml 100ppm 200ppm 300ppm 400ppm

0 Ab;‘.zo.z %R Abg;o.s %R Ab(')séO.Y %R Abls.20.9 %R
10 0.216 21 0.409 19 0.588 17 0.777 15
20 0.209 23 0.398 21 0.562 20 0.759 17
30 0.199 27 0.387 24 0.551 22 0.741 19
40 0.191 30 0.366 28 0.533 25 0.714 22
50 0.184 32 0.351 31 0.511 28 0.678 26
60 0.176 35 0.339 33 0.488 31 0.651 29
70 0.171 37 0.326 36 0.467 34 0.622 32
80 0.161 41 0.311 39 0.441 37 0.596 35
90 0.152 44 0.296 42 0.426 40 0.568 38
100 0.144 47 0.286 44 0.411 42 0.546 40




50

45

40

35 —+

R %

30

25

—@— 100ppm
20 - —@— 200ppm

=@ 400ppm

15 H

5 ' 20 ' 40 60 ' 80 " 100
Time(min)
Adliie 55 55 5 (5volt) Al 4 4 Leishman dawal A1 3Y1 36US (9-3) JLall (1)J<al
aaliae 30 yi 5 (10vOlt) 4l 4l si |eishman sl 41 530 4 sid) dauil)  pabiaial) o (2) Jsaal)
[(298K) 50 m Aa 55 (SSB16Usi lilinll) (go cpalad aladinly

10V
Tm;s(ml 100ppm | 200ppm 300ppm 400ppm
0 | o027 | wr |ABOS0| g [ABSOTL| g ABSOST] Ty

10 0.188 31 0.362 29 0.522 27 0.698 24

20 0.181 34 0.344 32 0.501 30 0.677 26

30 0.172 37 0.329 35 0.495 32 0.651 29

40 0.165 40 0.314 38 0.472 34 0.632 31

50 0.154 44 0.301 41 0.451 37 0.601 34

60 0.148 46 0.291 43 0.429 40 0.569 38

70 0.141 49 0.271 47 0.401 44 0.542 41

80 0.133 ol 0.252 50 0.372 48 0.501 45

90 0.126 54 0.238 53 0.348 o1 0.468 49

100 0.116 58 0.224 56 0.327 54 0.448 51
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60 —
55 +
50

45 -

R %

40 -

35

—@— 100ppm

30

25 —+ =——@=—=300ppm
T =@ 400ppm

20 T T T T T T T T T T

(0] 20 40 60 80 100

Time(min)

Adlise 380 55 (10volt) 4G 4 s Leishman daeal 41 3Y) 30 US (10-3) JSal)

ddlise 30 5 5 (15vO0It) Al 4l & | eishman desal 41 33U 4 sial) danill 5 (aliaia¥) ad (3) Jsaal)
(298K) 3,1 a da 505 (SS316Uiw elilindll) (o (ppadad alazinly

15V
Tm;,e)(m' 100ppm 200ppm 300ppm 400ppm
0 0279 | %R AszO.50 %R Abséo.YO %R Abs.50.91 %R

10 0.171 39 0.316 37 0.467 34 0.628 31

20 0.162 42 0.302 40 0.442 38 0.608 34

30 0.151 46 0.288 43 0.421 41 0.571 38

40 0.142 49 0.271 46 0.398 44 0.544 41

50 0.138 ol 0.258 49 0.378 47 0.508 44

60 0.128 o4 0.242 52 0.359 50 0.479 48

70 0.116 58 0.228 55 0.336 53 0.448 51

80 0.108 61 0.208 59 0.305 57 0.414 55

90 0.095 66 0.183 64 0.27/8 61 0.384 58

100 0.068 69 0.172 66 0.257 64 0.362 60




R %

70 -
65—-
60—-
55—-
50—-
45—-
40—-
35 4

30 +

—@— 100ppm
=@ 200ppm
——®— 300ppm
=@ 400ppm

Time(min)

80

T
100

L Aalise 380 55 (15volt) A 44l sy Leishman daal ) 3Y1 3:US (11-3) J<all

OS5 (20volt) 43l Al s Leishman Aaeal 153U 4 sial) dandl) 5 pabiaia¥) o (11-3) Jsaal
(298K) 5~ da )4 5 (SS316U1w (plilinll) (pe (el aladinly Aalidg

20V
Tm:s(ml 100ppm 200ppm 300ppm 400ppm

0 0277 | %R Abs;0.50 %R Absf.?l %R Abs.70.91 %R
10 0.144 48 0.272 46 0.401 44 0.536 42
20 0.136 51 0.261 48 0.388 46 0.507 45
30 0.128 54 0.241 52 0.359 50 0.478 48
40 0.116 58 0.228 55 0.338 53 0.452 51
50 0.108 61 0.207 59 0.309 57 0.426 54
60 0.101 64 0.196 61 0.287 60 0.394 57
70 0.091 67 0.174 65 0.266 63 0.358 61
80 0.083 70 0.158 69 0.238 67 0.334 64
90 0.069 75 0.142 72 0.208 71 0.296 68
100 0.062 78 0.122 76 0.187 74 0.265 71
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80
75—-
70—-
65

60

R %

55

50
—@®— 100ppm

45 — ®— 200ppm
L === 300ppm
40 —@— 400ppm

T T T T T
0 20 40 60 80 100

Time(min)
L Aalise 380 55 (20volt) A A4l sy Leishman daal A 3Y1 3:US (12-3) J<all

31505 (25volt) 355 3l s | eishmanissal A1 330 4 siall ) 5 pabiaial) o (12-3) sl
(298K) 3l A 55 (SS316dis Lalilindl) (e kel aladindy dalidg

25V
Tm;,e)(m' 100ppm 200ppm 300ppm 400ppm
0 0288 | %R Abszo.50 %R AbséO.Yl %R AbséO.90 %R

10 0.122 58 0.228 55 0.336 53 0.455 50

20 0.112 61 0.207 59 0.311 57 0.431 53

30 0.104 64 0.192 62 0.288 60 0.392 57

40 0.092 68 0.174 66 0.257 64 0.358 61

50 0.084 71 0.158 69 0.235 67 0.328 64

60 0.076 74 0.142 72 0.211 71 0.291 68

70 0.066 77 0.129 75 0.186 74 0.258 72

80 0.056 81 0.108 79 0.167 77 0.231 75

90 0.046 84 0.093 82 0.144 80 0.209 /8

100 0.035 88 0.072 86 0.123 83 0.174 81




90 —
85
80 —
75
2 0]
o 70
65
60 —
1 —®— 100ppm
5] —®— 200ppm
| ==@==300ppm
] ——@— 400ppm
. . . : i : ' 1 ' :
° 20 40 60 80 100
Time(min)

daliaa 38 yi g (25volt) 436 43l 6 | eishman 4ewual 4 jY1 5elsS (13-3) Jsill
A gl il -2-3
Al Y 3l Al o G A Leishman Azl Al Y 3.4 e 3 550l Jal goll (pe dgil gall  yriad
o= (200ppm) xS s e (5v,10v,15V,20v,25 V) 25 il Je il @ll e o) 5l el aladinly
(100min) 4t s (dem)dilaass (6.9) dnads Ay xie (50ppm) <ad s SV 5 55 5 sl
(6)Ss3al 8 LS 5. ) pial¥] (go (b Jlanis 5 (544NM) o 50 Jsba 2ie (208K) 5,1 G

il s 5(25ppm) <l 3 5 Leishman dawal 133U 4 sia) Al 5 Gabiaia¥) o ((13-3) Jsaall
L(298K) 51ya A 5 (SS316)iins lilinal) (pa (ppaladl dalis

69



Fime(min) 5V 10V 15V 20V 25V
0 Abs.0.507 | %R | Abs=0.509 | %R | Abs.0.504 | %R | Abs.0.502 | %R | Abs.0.506
10 0.409 | 19 0.362 29| 0316 |[37]| 0272 |46 | 0.228 |55
20 0.398 21 0.344 32 0.302 40 0.261 48 0.207 59
30 0.387 24 0.329 35 0.288 43 0.241 52 0.192 62
40 0.366 28 0.314 38 0.271 46 0.228 55 0.174 66
50 0.351 | 31 0.301 41| 0258 |49 | 0.207 |59 | 0.158 | 69
60 0.339 33 0.291 43 0.242 52 0.196 61 0.142 72
70 0.326 36 0.271 47 0.228 95 0.174 65 0.129 /5
80 0.311 39 0.252 50 0.208 59 0.158 69 0.108 79
90 0.296 42 0.238 53 0.183 64 0.142 72 0.093 82
100 0.286 44 0.224 56 0.172 66 0.122 76 0.072 86
90
| |—e— sv—e— 10v—e— 15v—e— 20v 25V
80 -
70 -
60 -
> 50

40
30

20

100

Time(min)

Al il s4 5 (25ppm) <l S 55 Leishman dewal 4l 5Y) 3:US (14-3) JSi
AW selaS B0k y ) coal 4l gdl) Baly (14-3) JE JMA e oDl



sl g Iy 3
zle pladiul &3 31 Leishman dasal Al V1 3:1S e 3 figall Jal g2l (e Sl g yiSIY) Jslaall ddlial any
LGuall (e Culd 3 5 xe (50ppm,100ppm,150ppm) (& <ul s STV (e Adlina 30 yi 9 (N@pSOy)
(100min) 4se )y 358l 5 (544NM) o> 50 Jsh i (4cm) ALl dilay s (6.9)4sasla dlay s (200ppm)

(298K) 31~ da s
(7)dsanlly S8l 8 LS

(25volt) 4 4l Lieshman 4ssal AN 4l iy pabaic¥l a8 (14-3) Jsasl)
Jie (293K) 3~ A )u 5 (SS316) i Galilind) (e (pudad aladinly davall e <l (200ppm) S sa s
Ailiss (50,100,150 ppm) 3:S) iz i s S0 J slase dil)

Time(mine) | 50ppm R% | 100ppm| R% 150ppm R%
0 Abs.0.506 0.509 Abs.0.511
10 0.228 55 0.239 53 0.261 49
20 0.207 59 0.226 56 0.245 52
30 0.192 62 0.208 59 0.225 56
40 0.174 66 0.186 63 0.204 60
50 0.158 69 0.171 66 0.191 63
60 0.142 72 0.152 70 0.169 67
70 0.129 75 0.136 73 0.148 71
80 0.108 79 0.119 77 0.132 74
90 0.093 82 0.103 80 0.113 78
100 0.072 86 0.087 83 0.096 81

20

85
80
75 -

70

R%

65

60

55 —+
] ——@— 50ppm
50 —+ / =@ 100ppm
T == 150ppm
45 T T T T T T T T T T
o 20 40 60 80 100

Time(min)
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J sl 4dla) 2ie (25v0lt) 435 433 54 (200ppm) <t 5S4 Leishman 4ol 1 3y 5016 (7) JLi)
.(50,100,150 ppm) 4ikise 3:S) iy Ll 5 5
g IV S 55830 ) ae A1) W) BelaS J (15-3)JSall J3A (e a3l

(524 Kinetic Studies Of The Pesticides davall 4.5 jall 4

40 yall Ailas IS 4e (Electrocoagulation) (b Sl aaal dalaey chlaal) A ) 48 ja 4l ja Caad
- ‘5};2\

Lna/a-x=K.t.................. (1-3)
(25 volt) 4l 5215 (200ppm) S gluadl (e )l e (LN @/a-X) O 4ike 483l an ) JAA (e el

e 3 8 Cilaef Cua | 55316 Jiiv uliliall 5 SUEY (200ppm) S i a5 53S0 aa g A5 jaall dspiall
LS (K) Jeliill de s Jame gl Gl 23 IS o 031K Dpad 1) 361 A el dleadl gl e A1V 308

, , ) JSEy) s
Time(min)20 "
0
0 20 40 60 80 100 120
-0.5
-1

R2=0.971

& (4emyiibass 5 (25 VOlt) 4445 4l s 5 (200PPM) i3S S Leishman diss 48 5 (8) Sl
(20C0)2 ) Ain s it Gubilind) (e 332l (50pM) S sl <)



Time(min)30

0
0 20 40 60 80 100 120
-0.5
1 R2=0.99
< .15
—
2
2.5 L4
3

& (dem)idlua 5 (25 volt) Al 4 54 5 (200PPmM) <l S 55 Leishman dasa 48 ja (9) Ja)
(B0C%)5_1 s A sy s Jfiaw aliliaadl) el aladiuly (50ppm) S i <l S0

Time(min)40
0
0 20 40 60 y=-0.0122:¢-0.9625 1]
-0.5
R2-N 9R7

-1

< @

S
-1.5
@
-2
]

-2.5

& (dom)iélea s (25 volt) 2l Al é 5 (200PPmM) <l S 5 | eishman 4seea 48 s (10) J<&
(40C°)5) s As g It aliliad) el aladiuly (50ppm) SaS i <l 5 <1
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Time(min)50

0
0 20 40 60 80 0Q 120
-0.5 y =-0.0111x-0.9602
2_
1 R2=0,983
<
5
-1.5
-2
]
-2.5

&= (dcm)aéluas 5 (25 volt) Al 43l 6 5 (200PPmM) <l 3:S si Leishman e 4 s (11) J8
(50C%)5_1 s Ax sy s I aliliaad) (el aladiuly (50ppm) SaS i <l 5 S0

(26,27,28): d_‘j“, U"‘LM\ L_\Jasl ‘;_11_1)@53\ ‘),-.\-\é-d\ :\-‘S-‘-’\S:P“ 5

Co oSl U W) Jlat | b e )L sadat die 3 5lA6 Gl gl 0 oSl s gal) ) (Ja e 408 a2 aaiad
SISl e o saialV) (5 sing o sV Ul 3 cpaleall <l 5 (55N Jlaill il 5 CilapS 5 ya
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Overall: Fegs) + 2H,00) —Fe(OH)s + Hag) (8)
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Abstract

The mean goal of this research is to find ideal points, that is those points
that appear continuously even after changing the point formula (x, y, z, w) and
rearranging it in another way, and finding the distance between it and the
original point .d(e) the divergent point e~ the point with a weight equal n, o(e)
order of point, ¢* the point generated by the element e .d the distance generated
between the point.
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1. Introduction

In this research, the points of field 2 and field 3 were presented so that the elements of
field 2 are {0,1}, and the elements of field 3 are {0,1,2} [10][13]. In addition to that,
field 2 contains 15 points and field 3 contains 40 points, which are in the form (X, vy, z,
w). The general form of the point (x, X, z, w) was converted to (x2, z, w), meaning that
the x is repeated twice, and this point was converted into the form of a matrix whose
elements are 0 and 1, meaning that the number in the form x? presents in two lines
within the matrix whose weight is x regardless of the line’s and column’s number, that
Is, there are two lines whose weight is x [14][2]. Many matrices could be generated
based on the place value of a certain number which showed that the matrices contains
points belong to the fields 2 and 3 after converting the point formula, we called these
points "The ideal points" or "The basic points" in the fields 2 and 3 because they appear
constantly and always be repeated even after the general shape of the point gets
changed, and according to that, we rearranged the field elements based on the sequence
of the ideal points as well as finding the distance between the ideal points in addition to
the distance between the original point and generated points [3][8].

2- Convert the points formula in field 2

Theorem 2.1 [8]: Every field (f) in the projective space contains exactly f3+f2+f+1
points. Meaning that the number of points in field 2 is 15

Theorem 2.2 [10]: Every line in the projective space contains exactly f2+f+1 points.
Theorem 2.3 [7]: Af-ary (n, M ,2e +1)-code c satisfies
M{(%) +() (F-D+. +(0) - D= fn

Corollary 2.4 [7] : f-ary (n, M ,2e +1)-code c is perfect if and only if equality holds in
theorem 2.3

The following points represent the field 2 points and its dimension, which can be
obtained from a certain matrix based on a certain equation:

e;=[1,0,0,0]=[1,0%], e,=[0,1,0,0]=[1,0%], e;=[0,0,1,0]=[1,0%] ,e,=[0,0,0,1]=[03,1] ,
es=[1,1,0,0]=[12,0?] ,e,=[0,1,1,0]=[12,0%] ,e,=[0,0,1,1]=[12,0?] ,e5=[1,1,0,1]=[13,0]
e9=[1,0,1,0]=[12,0%], €,,=[0,1,0,1]=[12,02] ,e;,=[1,1,1,0]=[13,0] ,e,,=[0,1,1,1]=[0,1%]
e13=[1,1,1,1]=[1%] ,e;.=[1,0,1,1]=[13,0] ,e;5=[1,0,0,1]=[12,0?]
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We should remember that e; such that i =1,2,3,.....,15 has been previously obtained, and

when multiplying the point [1,0,0,0] by the original matrix, we obtain the rest of the
points.

Now, we explain the matrices that can be generated from e;, that is, the maximum
number of matrices. We start with the point e,
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We obtained sixteen matrices from e, while changing the location of number 1. We

notice that the sixteen matrices contain the points 1, 2, 3 and 4 only and no matter how
frequent the location of number 1 gets changed, we always obtain these four points only.
Based on that, we can say that each point is converted and as the same formula of the
first point regardless of the location of number 1generated four points , which is in the
form [1,0%] generates four different points, and from here we say that each point from

field 2, which is in the form of the first point, generates four different points.
0(844: e: ),8;,&‘;, ef):( €1 ,€3 ,€3 ,

Let’s move on the point es=[1,1,0,0]=[12,0?]

1 0 0 0 01 0 0 0 0 1 0 0 0 0 1 1 0 0 O 1 0 0 O
1 0 0 O 01 0 O 0 0 1 0 0 0 0 1 1 0 0 O 0 1 0 O
O 0 0 Of’IO O 0 Of’')]J0O O O O/'"|0 O O O/'|0 O O O|’'f0 O O O
0 0 0 O 0 0 0 O 0 0 0 O 0 0 0 O 0 0 0 O 0 0 0 O
[1 0 0 O] [t O O O] |1 O O O] |1 O O O] |1 O O O 1 0 0 0
0 01 0 0 0 0 1 0 0 0 O 0 0 0 O 0 0 0 O 0 0 0 O
"lo o 0 O0|/’'f0 O O O|’'f1 0 O Of'|JO 1 O Ol'|0 O 1 O|'|0O O O 1
0 0 0 00 IO O O O [0 O O O OO0 O0 O 1 O0O0TO 0 0 0 O
[1 0 0 0] [1 O O O] [T O O O] [1 O O O]
0 0 0O 0 0 0O 0 0 0 O 0 0 0 O
"lo 0 0 0’0 O O O|’f0 O O Of'[0 O O Of°
1 0 0 00 [0 1 0 Ol [0 O 1 Ol IO 0 O 1]




These matrices are not the maximum or all matrices that can be generated from the fifth
point, but it is showed that no matter how the location of the number 1 changes, the
points 1, 2, 3 and 4 will appear. So, the fifth point, that is in the form of e;=[1,1,0,0]
=[12,0?] generates the first four points and each point, that is in the form of the fifth
point, generates these points only.

Of(es ,= 4e; )es.e;5, ef)=(eis, e, €10 .67 566

O(es= de; ),e3,e, ei‘:( €12,€13 ) ,€14 ,€11 »

Then, the elements generated from all points of field 2 are (e, e;, es, e;) Which are basic
and always exist.

Now, you will publish the table in which we will show the distance between the main
original points and the generated elements

Table 2-1: Ideal points in PG(3,2)

Points

generated

. frome; (ldeal Number of Distance between
Points | The code points in matrices o and o
“projective generated from e; : i
space of order
2)

e el e; , €5,63,€; 16 Not found ,2,2,2
e, e; e; , €5,63,€; 16 2,not found ,2,2
es es e, e;,es.e, 16 2,2,not found,2
e, ey e; , e5,es,e, 16 2,2,2,not found
€s 854 81 ' 82*,8‘-;,8; 96 1111313
€6 eg el ' 85785"8;‘ 96 3111113
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e, e e, el el 96 3,3,1,1
eg eg el , e;,es,es 256 2,2,4,2
e el e, el el e; 96 1,3,1,3
e el e; , e;,es.e, 96 3,1,3,1
e11 efy e; , e;,es.e, 256 2,2,3,4
e et el , e;.ese; 256 4,2,2,2
€13 ers e; , €5,63,6, 256 3,3,3,3
€14 ef, e; , €5,63,6, 256 2,421
e1s ers e, e;.e5.e; 96 1,331

3- Convert the points formula in field 3

e;=[1,0,0,0]=[1,0%], ¢,=[0,1,0,0]=[1,0%] , e5=[1,1,0,0]=[12,0%] , e,=[2,1,0,0]=[2%,1},0?] ,
es=[0,1,1,0]=[12,0%] ,ec=[1,1,1,0]=[13,0] ,e,=[2,1,1,0]=[2%,12,0] ,es=[0,2,1,0]=[2%,1%,07],
e0=[0,0,1,0]=[03,1] ,e;,=[1,0,1,0]=[12,07] , e;;,=[2,0,1,0]=[2%,1%,0?],
e1,=[1,2,1,0]=[2%,12,0] , e13=[2,2,1,0]=[22,1,0] , €,,=[0,0,0,1]=[03,1],
e;5=[1,0,0,1]=[12,0?] , ¢,6=[2,0,0,1]=[2,1,0%] ,e;,=[0,1,0,1]=[12,0%] , €,5=[1,1,0,1]=[13,0],
e;9=[2,1,0,1]=[2%,12,0%] , €,,=[0,2,0,1]=[2%,1,0%], ¢,,=[1,2,0,1]=[12,0,2],
e2,=[2,2,0,1]=[22,0,1], e,3=[0,0,1,1]=[13,0%] , €,,=[1,0,1,1]=[1%,0] ,
e25=[2,0,1,1]=[2,0,17], €,6=[0,1,1,1]=[1°,0] , e,,=[1,1,1,1]=[1*] , e25=[2,1,1,1]=[2",1°] ,
e,0=[0,2,1,1]=[12,0%, 2], e5,=[1,2,1,1]=[13,21],

es;=[2,2,1,1]=[12,2?] , e5,=[0,0,2,1]=[0%,1* ,21] ,e35=[1,0,2,1]=[0%,12, 21],
e34=[2,0,2,1]=[0%,12,22] , e35=[0,1,2,1]=[12,01,21] , e36=[1,1,2,1]=[13,21],



83?=[211’2’1]=[22’12] ' 838=[012’211]:[12!01;22] ’ 839:[1!212’1]=[11122]:
es0=[2,2,2,1]=[1%,23]

Table 3-1:1deal points in PG(3,3)

Distance
Points The code Points generated from e; between ¢; and
e;
. . ot o ol at Not found ,
1 1 11 €21€9,€14 222
e, e, e; , e5,89, 14 2,not found ,2,2
es es e, €5,€5,614 1,1,3,3
€4 e‘l- ef ! 8;,8;,8'; 853985?’855’850’ ef‘l-) 2111153131313’254
es es e; , €5,€4,614 3,1,1,3
e eg e; , €5,€4,614 2,224
€7 €7 ef ' e;’eg’e'; 853985?’855’850’ ef‘l-) 31212121412141313
€g eg ef ) 8;,8;,81; 853385?’855’850’ effl-’ 31213111312141312
eo es e; , e;,e5,e1s 2,2,not found ,2
el e e, e;,e5,814 1,3,1,3
€11 8;_91 ef ' 85,8;,8'; 853385?’855’850’ effl-’ 21313111311131412
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€12 €12 ef ' 85,83*,8'; 82*3385?’855’850’ effl-’ 21312121411131413

€13 €13 ef ) 85183*’8'; 85338{‘?’855’ef0’ effl-’ 31313121412141413

e1a e e; , e;,e5,e1s 2,2,2,not found
4 . P

€15 €15 ef ) egle';!efq- 1131311

€16 €16 ef ) 85,83*,8'; 82*3385?"8;5’850’ effl-’ 21313131113111212

ey e e; , e;,e5,e1s 3,1,3,1

g ers e; , e;,e5,e1s 2,2,4,2

€19 €19 ef ' 85,8;,8; 82*3985?’8;5’850’ effl-) 31212141214121113

€20 €20 ef ' 85,8;,8; 853985?’855’850’ effl-) 31213131114121112

€21 €21 ef ' 85,8;,8; 8539857’855’850’ effl-) 21312141213111213

€22 €29 ef ' 85,8;,8; 8539857’855’850’ effl-) 31313141214121213

€23 €53 e; , e;,e5,e1s 31,11

€24 €24 ef ' e;’eg’e'; 85‘398;?’8{5’8;0’ ef‘l-’ 2’4131212111113’1

€25 €35 ef ' e;’eg’e'; 853985?’855’850’ ef‘l-’ 3’414121212’21311
4 . v w

€26 826 ef ’ e;’eg’ef4 4121212




4 . . s
ey7 es; e, €5,85,814 3,3,3,3

€28 €28 ef ) 85183*’8'; 85338{‘?’855’ef0’ effl-’ 41313131313131212
€29 8;9 8; ) 8;,8;,8'; 853385?’855’850’ 8;4, 41314121213131211
€30 €30 ef ) 85183*’8'; 82*338{‘?’8;5’850’ effl-’ 31413131312121312
€31 €31 ef ) 85,83*,8'; 82*3385?"8;5’850’ effl-’ 41414131313131312
€32 €39 ef ) 85,83*,8'; 82*3385?’855’850’ effl-’ 31314121113121211
€33 €33 ef ) 85’83*’8'; 85338{‘?’855’ef0’ effl-’ 21413131212111312
€34 €34 ef ' 85,8;,8; 82*3985?’8;5’850’ effl-) 31414131213121312
€35 €35 ef ' 85,8;,8; 853985?’855’850’ ef‘l-) 41213131214131112
€36 €36 ef ' 85,8;,8; 8539857’855’850’ ef‘l-) 31312141313121213
€37 €37 ef ' 85,8;,8; 8539857’855’850’ ef‘l-) 41313141314131213
€33 €3g ef ' 85,8;,8; 853985?’8{‘5’850’ effl-) 41314131214131212
€39 839 ef ' e;’eg’e'; 85‘398;?’8{5’8;0’ ef‘l-’ 3’4131413131213’3
€40 840 ef ! e;’eg’e'; 853985?’855’850’ ef‘l-’ 4’4141413141313’3

89




First set
O(el €2 ,€3 ,€5 ,85 ,€9 ,€1p ,€14 €15 ,€17 €18 1€23 +€2¢ )32? =4= (ef ) eé",eé‘,eﬂ)

Second set

O(es €11 1€12 €16 1€19 4€20 €21 ,€24 ,€25, €28 ,€29 ,€30,€31 €32 ,€33 €34, €4, €13, €7, €22, €35

) €36y €37 1€3g ,€39 €0 )= 9= (31 y €3,€3,89 )323381?’815’310’ €145

From the second group, we notice that the most frequent points are nine points, and
based on that, we can say that e/, e,, e;, €3, e/, €10, €15, €17, €55 are ideal basic points in
the field 3 in the projective space.

These results were reached by placing number 1 and making it represent the weight of
the matrix, but by placing number 2 or 1 and 2 in the matrix, the results were completely
different. An example of this is

2 0 0 O

2 0 0 O

0 0 0 O

0 0 0 O
0o 0 0 270 2 O OJ]|JO O 1 O] O O O]J1T O O O
2 0 0 Of|1 O O Of|2 0 0 00 0 2 0)j0 2 0 O

0 0 0 OFj0 O O O)|O0 0 O Off0 0 O Ofj0 0 0 Of
0O 0 0 O/lO O O OflIO O O OJIO O O OO O O O
0 0 0 2][0 2 0O OJ[]0 0 1 O

0 0 0 2|0 1 0O Of)j0 0 2 O

0O 0 0 Oof)jJ0 0O O Ofj0 0 0 O

0 0 0 OIl0O O O OIl0 0 0 O

All points generated in the matrices above belong to the permutations of field 3, so we
call these points the divergent points.

Set d(e) ={(2,0,0,0) , (0,2,0,0), (0, 0,0,2) ,...)

We will find the generated code based on the ideal points in field 2

If any ideal point does not lie on a straight line, then it is called a straight line
%

If one ideal point lies on a straight line, then it is called a straight line

Ay



If two ideal points lie on a straight line, then it is called a straight line

A;

If three ideal points lie on a straight line, then it is called a straight line

As

If the ideal points lie on a straight line, then it is called a straight line

A: Completely perfect

Note: If the rectum filter is 1 and if the non-rectal filter is O

Table 3-2 : Lines in PG(3,2)

by |t | t3 |ty | t5 | tg | b7 | tg | Lo | tio | g1 | tiz | Cis | Cia | Eys
2 (11|13 1|3 1 4 1 5 2 | 2
313122 |4]4]2]5 3 5 6 6 7 | 3
4 | 4| 41| 3|5 5110 8 6 7 7 8 | 6
6 | 7|5 |5 |7 117 |11]10| 9 8 8 9 9 | 8
7198 |6 |8 1212|1211 10 | 9 10 | 10 | 11 | 13
10 (14 /10| 9 | 11|13 |13 |14 |13 | 12 12 | 11 | 13 | 12 | 14
12 |15|15| 11|13 |15|14 |15 |14 | 13 | 14 | 14 | 15| 15 | 15
Table 3-3 : Lines in PG(3,3)

ty £, t3 ty t37 tzg | T30 L40

2 1 4 3 3 1 3 4

5 9 6 5 8 7

8 10 9 9 11 12 8 8

9 11 12 13 12 13 10 11

14 14 14 14 15 17 16 15

17 15 19 18 19 18 17 17

20 16 21 22 20 19 21 22

23 23 23 23 23 23 23 23
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26 24 28 27 27 24 27 28
29 25 30 31 31 25 31 30
32 32 32 32 34 38 33 34
35 33 37 36 35 39 37 36
38 34 39 40 39 40 38 38

Table 3-4 :The code generated in field 2

e | er | or | o Type of | Distance between ideal points in
R R A; the line PG(3,2)
A o111 Aj 2,2,2,1,3,3,3,2,1,3,2,4,3,2,1
A, 110 |1]1 As 2,2,1,1,3,2,3,1,2,2,3,4,3
As 11101 A; 2,3,1,1,4,1,3,2,2,3,2,3
Ay 171 1]0 As 3,3,1,2,2,1,3,2,3,2,1
As | O] 011 A; 2,4,1,2,2,1,3,2,3,2
Ag 110|0]1 Ay 2,3,2,21,1 2,34
Ay 171, 0]0 A; 3,2,23,1,2,1,2
A | O] O] 1|0 Ay 3,122,121
Ay | O] 201 A; 4,132,1,2
Ay | 2] 0| 1|0 A; 3,1,2,3,2
Ay | O] 0011 A 2,1,2,3
A1p 1 0 0 0 A} 1,2,3
Aq3 0 0 0 0 Ay 1,2
Aqg 0 1 0 0 A 1
As | O] 121110 A; Not Found
Table 3-5 : The code generated in field 3
Distance
Type between
e; | e; | es | ey |efo | efs | €5 | €7 | €53 of ideal points
A; in the line
PG(3,3)




Not found

As

As

Ao

As

Ay

A,

As

Ag

Aq
‘&10

‘&11

‘&12

‘&13

Ay

Ass

‘&16

‘&l?

‘&18

‘&19

ﬂ‘ZO

ﬂ‘Zl

ﬂ‘22

&23

Apy

Ays

ﬂ‘26

&2?

&28

&29

ﬂ‘SO

ﬂ‘Sl

‘&32

‘&33
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Ay 1 O 2100|0010 1 A3 5
Az 1,0]0]0]O0O|O0|0]O0 1 A; 2
Aszg | O OLO]O0O]12]0 00 1 A 3
A 1 OO 20|00 |10 1 A3 5
Asg 1,0 0]0]0| 0|01 1 Az 2
Azq 0 O|1]0]1 0 0 1 1 Ay 5
Apy O O|O0O]O0O]O0]0 |11 1 A3 1

Results:

We note that the minimum distance generated by the above code is 1 and the largest
distance generated is 8

Ideal points in field 2 are : e/, e;,e5e;
Ideal points in field 3 are : e; , e;,e;5,e5 €53,617,€15,€10, €145

There is no perfect straight line, but straight line 27 we call it a trivial straight line
because it does not contain any ideal point

Through the theorem, we test the ideality of the code generated from ideal point
M{(%)+(G) (Dt +(1) - DF= o

30{(%) = 3%

[40 ,4,1]-code is not perfect

The valuse of the distance between the ideal points of the lines in field 2 are :1,2,3,4

The valuse of the distance between the ideal points of the lines in field 3are :1,2,3,4,5
6,8

Table 3-6 :Some Values of the distance between orginal points and ideal points in
field 3, 2

1331 1,1,3,3

2,3,3,3,1,3,1,2,2 31,13




3,131 3,311
2,2,4,2 2,242
3,2,2,4,2,42,13 1,3,1,3
3,2,3,3,1,4,2,1,2 3,131
2,3,2,4,2,3,1,2,3 2,2,3,4
3,3,3,4,2,4,2,2,3 4,2,2,2
3,1,1,1 3,3,3,3
2,43,2,2,1,1,3,1 2,42,1
344222231 1,3,3,1
4,2,2,2

3,3,3,3

4,3,3,3,3,3,3,2,2

434,223,321

3,4,3,3,3,2,2,3,2

4,4,4,3,3,3,3,3,2
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3,34,2132.21
2,4,3,3,2,2,1,3,2
3,4,4,3,2,3,2,3,2
4,2,3,3,2,4,3,1,2
3,3,2,4,3,3,2,2,3
4,3,3,4,3,43,2,3
4,3,4,3,2,4,3,2,2
3,4,3,4,3,3,2,3,3
4,4,4,43,4,33,3
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Abstract

This work presents new types of some generalized weak continuous, closed and
open mappings like Intuitionistic
IgaA = —continuous(resp., [gaA * closed map, IgaA * open map), [gSA * —continuous (resp.,IgfA * closed map,
IgBA = open map), [gPA = —continuous (resp.,[gPA = closed map, [gPA » open map), [gSA * —continuous

(resp.,1gSA = closed map, IgSA * open map) and LIg — continuous (resp.,LIg — closed map, LIg — open map) .

Moreover, we introduced new types of some generalized weak irresolute mappings, Like
intuitionistic

IgaA = —irresolute , IgfA » —irresolute, [gPA * —irresolute, [gSA * —irresolute—, LIg — irresoluteWith Studying
some properties related them. Also, we studying some relationships among these
concepts. Finally, relationships among generalized weak continuous mappings and
generalized weak continuous mappings are studied.

Keywords: Weak shapes, irresolute function, strong function, perfectly function.

Introduction

The area for intuitionistic topological areas has progressed through a series of
significant contributions by diverse academics. Zadeh's (1965) groundbreaking study on
fuzzy sets laid the foundation for this subject. In 1983, Atanassov proposed the idea of
fuzzy sets that were intuitionistic, which added another degree of complication to the
idea. In 1996, Coker presented intuitionistic sets as well as points, providing up new
paths for investigation. In 1997, Coker established intuitionistic fuzzy topological areas,
and later, in 2000, he expanded on this structure to include intuitionistic topological
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spaces. In 2001, Bayhan and Coker introduced the T1 and T2 separating criteria for
Intuitionistic topological spaces. Further expanding the theoretical terrain. Yaseen and
Mohammad (2012) introduced Regular as well as Weak Regularly intuitionistic
topological areas, whereas Jassim (2013) established entirely normal and weakly normal
Intuitionistic topological areas. Yaseen (2022) generalized some weak forms of
irresolute mappings in intuitionistic topological spaces. Selvanayaki and llango (2015)
established IGPR continuity and compactness in intuitionistic topological spaces, also H
Jassim et al. (2015) introduced concept of generalized sets and mappings in intuitionistic
topological spaces whereas Selvanayaki & llango (2016) investigated homeomorphism
in these areas. llango & Albinaa (2016) and Kim et al. (2017) investigated intuitionistic
closure in intuitionistic topological spaces, Prova & Hossain (2020) proposed intuitive
fuzzy-based regularity, while Chae et al. (2020) used interval-valued intuitionistic sets
in topological applications. Islam et al. (2021) contributed by developing notations for
intuitionistic fuzzy r-regular areas and Isewid et al. (2021) introduced some properties
of regular and normal space on topological graph space. Haque, Akhter, and Murshed
(2022) presented intuitionistic subspace topology and explored its features. Previous
research has not focused on the qualities of intuitionistic regular sub spaces. Also,
Isewid and Yaseen (2022) were provided the notion of a function poorly open to
intuition raster spaces and we get some new descriptions of the opening up of theweak
functions among the intuitive point areas.

This paper fills a gap by using the structure of extended sets as well as maps in
intuitionistic topological spaces. Jassim et al. (2015) provides a revolutionary discovery.
This insight expands our comprehension of intuitionistic topological spaces and
investigates some properties related them and adds a new level to the area's debate.

2. Basic Concepts
In this part we give some concepts which are needed in our work.

Definition 2.1 (Coker, 1996): Assume the two sub sets B, with B, for a set that is not
empty X where By n B = 0. If B = (By, By), then B is known as an intuitionistic set
(IS) of x. Here, B, represents a set of members, while B is considered the sets of
nonmembers of B.

In actuality, B, represents a subset from X accepting or allowing of a specific opinion,
view, proposal, or strategy, while B is a subset for X rejecting or against a similar
opinion, viewpoint, suggestion, or strategy, respectively. Assume @, = (@, X) as well as
X, = (X,0), wherein @I represents the intuitionistic empty subset and X, represents the



Intuitionistic entire set of x. In overall, B; U B does not equal X and 15(X) denotes the
set of every one of the ISs of x.

Definition 2.2 (Coker, 1996): Assume an IS B associated with a non-
empty set X, with & € X.

() &, = ({&}, {&3°) corresponds to an intuitionistic point (IP), while &, = (0,{£}°) is a dis
appearing point of X.

(if) For ¢ € By, s0 ¢, € B; while & € By, S0 &, € B.IP (X) refers to are all

intuitionistic points and vanishing points in X.

Definition 2.3. (Coker, 2000). If B = (B, Bp) represents an intuitionistic collection in v,
subsequently the prior image of B according to h, represented by h~1(B), represents the
intuitionistic subset in X that is determined by

hH(B) = (h"'(Br),h "' (Bp))

M = (h(M7),h(Mg)) represents an intuitionistic set corresponding to x. The image of
M underneath h, indicated by r (M), is the intuitionistic subset in Y that is determined by
h(M) = (h(M),h — (Mp))where h — (Mp) = Y — (h(X — Mp)).

Definition 2.4. (Bayhan and Coker, 2001)

Suppose M and N represent two intuitionistic collections on x and Y, respectively. The
products intuitionistic sets of M and N on XxxVYis defined as
XV = (M; X Ny, (My¢ X N;©)), where M = (My,Mg), and N = (N, Ng). |If (X,7) and
(v,¢) are ITS, subsequently the product of the topologies ¢ x ¢ on X x Y represents the
intuitionistic topologies provided by the basisB = (M x N: M € t,N € ¢}.

Definition: 2.5 (Jassim et al., 2015) Take (x,T) have an ITS, and allow M = (M, My)
have an IS in x, subsequently M will be considered to be:

Intuitionistic generalized pre-regular closed sets (Igpr-closed) are those where
pcl (A) < Uwhenever M < U as well as U is intuitionistic open in X.

Intuitionistic semi weakly generalized pre-regular closed sets (Isgr-closed) are those
where clint(A) € Uwhenever M < U as well as U is intuitionistic semi open in X.

3. Some Generalized continuous Mappings in ITS

In this part, we introduce a new generalized continuous mapping in ITS such as;

IgBA = C- continuous, IgPA = C- continuous, IgSA = C — continuous, IgaA = C — continuous
and Ligc — continuous with studying relationship among them and some properties
related them. we start with the following definition:
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Definition 3.1. Assume that (X,1,) and (Y,1,) are two ITSs and h represents a mapping
from (x,1,) into (v,1,). Then a mapping h: (X,1,) — (Y,I,) considers below:

IgBA = -continuous if h™2(M) isIgBA = C -set in X for every IgBA=C -setM inY.
IgPA = -continuous if h™1(M) IS IgBA = C -set in x for every IgPA+C -setM inY.
IgSA = -continuous if h=1(M) is IgBA = C-Set in x for every intuitionistic IgSA = C - set M
iny.
IgaA =-continuous if h=1(M) is IgaA = C-Set in X for every intuitionistic IgaA * C- set M in
Y.
LIg -continuous if h~1(M) is LigC-setin X for every LigC - set M inY.
Theorem 3.2. Suppose thath: (X,1,) — (Y,I,) be amapping. Then the below are
holds:
If h is LIg -continuous, then, h IS IgaA *-continuous map.
If h is IgaA = -continuous then, h is IgSA *-continuous map.
If h is IgaA = -continuous then, h is IgPA =-continuous map.
If h is 1gSA = -continuous then, h is IgBA *-continuous map.
If h is IgPA = -continuous then, h is IgBA =-continuous map.
Proof:
Considering that h: (X,1,) — (Y,1,) be a mapping and M is LIgc-set in Y. Then,
int(M) < U whenever M c U, U is IOS and M is 14 = such that M = M u R, where M is
IOS and R is ICS. Since, M IS LIgC — Set, there exists an IgaA = €-Set in Y, because
every LigC-Set is IgaA = C-set. Now, since h is LIgC -continuous
as a result, h™1(M) is LIgc-set in xby assumption. Consequently, h™1(M) isanIgaA  C-
setin x. Therefore, h is IgaA +-continuous map.

Considering that  h: (X,1,) — (Y,1,) be a mapping and M isIgaA *C-
setin Y.Thus, int,(cl,(int,(M))) €U whenever Mc U , U is [oOS, and M is Iad + such
that M= m uX, where m is IaOS and X is IoCS. Since, M IS

IgaA = C Set, there exists an IgaA = C-Set in Y, because every IgaA + C -Set iS IgaA  C-

set. Since h is IgaA +-continuous as a result, h"1(M) is IgaA = C -Set in X by assumption.
Consequently, h=1(M) is an IgSA = C-set in x. Therefore, h is 1gSA +-continuous map.
Considering that h: (X,1,) — (¥,1,) be amapping and M is IgaA = C-

set in Y.Hence, int,(cl, (int,(M))) € U whenever M € U, U is [aOS, and M is Ia4 * such
that M = M u &, where M is IoOS and R is IoCS. Since, M is

IgaA = C Set, there exists an IgaA = C-Set in Y, because every IgaA + C -Set is IgPA = C-Set.
Since h is IgaA =-continuous as a result, h~1(M) is IgaA = € -Set in X by assumption.
Consequently, h=*(M) is an IgPA = C-set in X. Therefore, h is 1gPA +-continuous map.



Considering that h : (X,1,) — (Y,I,) be amapping and M is IgSA = C-
set in Y.Thus, cl;(ints(M)) € U whenever M € U, U is ISOS and M is ISA = such that
M= M uR, where M is ISOS and X is ISCS. Since, M is IgSA=*C set, there exists an
IgBA = C-set inY, because every 1gSA = C -Set is IgBA = C-Set. Since h IS IgSA =-continuous
as a result, h™1(M) is IgSA = c-set in X by assumption. Consequently, h~(M) is an
IgBA = c-set in x. Therefore, h is 1gBA =-continuous map.
Considering that h: (X,1,) — (Y,1,) be amapping and M is IgPA = C-Set in Y.Thus
intp(clp(M)) € U whenever M < U, U is IPOS and M is IPA = such that M = M u X, where
M is IPOS and x is IPCS. Since, M is IgPA = C Set, there exists an IgBA = C-setiny,
because every IgPA = C -Set is IgBA + C-Set. Since h IS IgPA =-continuous
as aresult, hn™*(M) is IgPA = C-set in X by assumption. Consequently, h=1(m) is an
IgBA = c-set in X. Therefore, h is IgBA =-continuous map.

Remark 3.3. The converse of Theorem 3.2. is not true, As seen in the

following examples.
Example 3.4. Assume X = {£,4,x} with topology I, = {X,0,M ,N}, where M = ({£ },{1})
N =({&,x}L{1}), and Y = {15,17,19} with topology I, =
{i,@ P, W} where P = ({19}, 0),W = {(0,0)and h: (X,I,) —
(Y,1,) be a mapping defined by h(§) = 15,h(A) = 19, h(x) = 17
. Then, the following are fulfilled:
h IS IgPA =-continuous but, h is not IgaA =-continuous, because for D = ({15,17}, @) IS
IgPA=C-setinY, h"1(D) = ({€,x },0) & IgaA * C.
h IS IgSA =-continuous but, h is not IgaA =-continuous, because for L = ({15}, 0) IS
IgSA=C-setiny, h 1(L) = ({E},0) & IgaA = C.
Example 3. 5. Assume x =Y = {¢,4,x} with topology I, = {X,#,Q,R, kK, W}, where
Q=(8,{&}),R =({&Lo)W={({x},0) ,K =({&«},0)and Y = {15,17,19} with topology I,
{X,0,P,L,],V}where P = (0,{15}),L =(®,0),] = ({19},0),V =({15,19},@)and h:
X, L) - (Y,1,)

be a mapping defined by h(§) = 15,h(A) = 17, h(x) = 19 . Then, the following are fulfilled:
h IS IgBA =-continuous but, h is not IgPA =-continuous, because for E = ({15,191}, @) is
IgBA=c-setinY, h Y (E) = ({&,x},®) & IgPA * C.

h IS IgBA =-continuous but, h is not IgSA *-continuous, because for S = ({17}, 0) is

IgBA = cC-setiny, h™1(S) = {{1},0) & [gSA * C.

Example 3. 6. Assume X =Y = {£, 1} with topology I, = {X, 8, Q, R, W}, where Q = (@, {£})
R ={&},0),W=({1},0) and Y = {15,17,19} with topology I, =
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{i,@,P ,],K}whereP =(0,{15}),] =(0,0),K ={{19},@) and h: (X,I.) - (Y,1,)
be a mapping defined by h(§) = 15 ,h(A) = 17,

h(x) = 19. Then h is IgaA *-continuous but, h is not LIg-continuous, because for
T =({17},0) IS IgaA = C-Setiny, h~1(T) = ({A},®) ¢ LigC.

Proposition 3.7. Suppose a mapping h: (X,1,) — (Y,1,) and for each subset
M < x.Then, the below holds:

Whenever h is Igad = C, thus IgaA * (inta(cl a(inta(h(M))))) c h(IgaA

int (cl . (int ,(M)))).

Whenever h IS IgSA +C, thus IgSA = int g(cl g(h(M))) € h(IgSA * int 5 (cl s(M))).
Whenever h is IgPA = C, thus IgPA * int »(cl p(h(M))) € h(IgPA * int p (cl p(M))).
Whenever h is Igad = C, thus IgaA * cl 8 (int ﬁ(cl JS(h(M)))) c h(lgaA *

cl g (int g (cl p(h(M))) ).

Proof.

Assume that h is Igad * C and M c X. cl ,(int ,(h(M))) IS IgaA = C in X and soO

h(cl ,(int ,(M)) ) IS IgaA = C in (Y,1,). SO, h(M) < h(cl ,(int ,(M)) ),and hence

IgaA * (int 4 (cl ,(int ,(h(M)))) € Igad * (int 4 (cl . (int 5 (h(c] 4 (int . (M))))))) = ()

Since h(cl ,(int ,(M))) IS Igad = C In (Y, 1,).Hence,

Igad * (int 4 (cl 4 (int , (h(cl ,(int ,(M))))))) = h(cl ,(int ,(M)) — (ii). Via (i) with (ii), we
obtain for each subset M € X IgaA (inta(cl a(inta(h(M))))) C h(lgad

int o (cl 4 (int , (M)))).
Assume that h is IgSA + ¢ and M c X. int 5 (h(M)) IS IgSA * € in X and SO h(int (M) ) iS
IgSA*C in (Y,1,). SO, h(M) < h(int g(M)),
and hence IgSA + (cl s(int s(h(M)))) < 1gSA * (cl s(int g(h(cl s(int s(M)))))) - (i)
Since h(cl 4(int5(M))) iSIgSA = C in (Y, 1,).Hence,
1gSA  (cl s (int g(h(cl g(int g(M)))))) = h(cl s(int g(M)) — (ii). Via (i) with (ii), we obtain for
each subset M < X 1gSA + IgSA * int s (cl s(h(M))) < h(IgSA = int 5 (cl g(M))).
Similarly, we can prove (3) and (4) as same way.

Theorem 3.8. Suppose that a two mapping h: (X,1,) - (¥,1,)and @:(Y,1,) - (Z,1,) for
each subset M < x.The below holds:

If both h and ¢ are L1g- continuous map then, ¢ o h: (X,I,) - (Z,1,) is LIg- continuous
map.

If both h and ¢ are IgeA - continuous map then, ¢ o h: (X, I,) —» (Z,1,) is IgaA *-

continuous map.
If both h and ¢ are IgPA - continuous map then, ¢ o h: (X, I,) > (Z,1,) IS IgPA *-

continuous map.



If both h and ¢ are 1gSA +- continuous map then, @ o h: (X,1,) - (Z,1,) iS IgSA +-
continuous map.
If both h and ¢ are IgpA - continuous map then, @ o h: (X, I,) - (Z,1,) is IgBA +-

continuous map.

Proof.
Assume K be LIgC setin (X,1,). Because, h is an LIg- continuous map, h(K) is LIgC set in
(Y,y).Thus, @(h(H)) is LIgC —set in (Z,1,) because, ¢ is LIg continuous map, so ¢(h(H))
IS LIgC —setin (Z,1,). In other words, ¢ e h(H) = @(h(H)) is LIgc —set and therefore, ¢ <h
IS LIgC- continuous map.
Assume K be IgaA = C Set in (X, 1,). Because, h is an IgaA +- continuous map, h(K) is
IgaA = C setin (Y,y).Thus, o(h(H)) is Igad + ¢ —set in (Z,1,) because, ¢ is IgaA *
continuous map, so ¢(h(H)) is IgaA * C —set in (Z,1,). In other words, ¢ o h(H) = @(h(H))
IS IgaA = ¢ —set and therefore, @< h isIgad *- continuous map.

Similarly, we can prove (3), (4) and (5) as same way.

Theorem 3.9. ifamap h: (x,1,) —» (Y,1,) is a bijective map. The arguments that follow
are equivalent:
(i) hisIgaA 0.
(i) hisIgaA = C.
(i) n (v, 1,) - (X, 1,) IS IgaA *continuous.
Proof: (i) = (ii)
If FisanIgaA = C-setin (X,I.) then X — FiSIgaA =0 in (X,I;) . But h is IgaA = 0, thus
h(X —F)IiSslIgaA =0 in (Y,I,). Hence, h(< F,,F, >) =< h(F,),Y —h(X —F,) > iSIgaA * 0
in(v,I,)and so <Y —h(X — F, ), h(F,) >=< h(F,),h(F,) > i1SIgaA = C in (Y,1,). Because
Y- h(X—F,)=h(F),<Y—h(X — F),h(F) >=
< h(F,),h(F,) > iSIgaA=Cin (V,1,) . Therefore,h 1 IS IgaA = C.

(ii) = (iii)
Assume F be an 1gaA = € in (X,1.). Because h is bijective and 1gaA + ¢ , hence
h(F) = (WY Y(F)iSIgaA = C in (Y,1,). Therefore h™! is Igad * € -continuous.
(iii) = (@)
Assume F be an IgaA = 0 in (X,1,). By assumption, (h"1)"1(F) is Igad = 0 in (Y, 1,).
Hence, h(F)iSIgaA =0 in (Y,1,). Thus, his IgaA = 0.

Theorem 3.10. ifamap h: (X,I,) — (¥,I,) is abijective map. The arguments that
follow are equivalent:

(i) hisIgPA+ 0.

(if) hisIgPA+C.

(i) ht: (v, 1,) - (X, 1,) IS IgPA *continuous.

Proof: (i) = (ii) If F isan IgPA + c-set in (X,I,) then X — FisIgPA+ 0 in (X,I,) . Buth is
IgPA*0,thus h(X —F) isIgPA+0 in (Y,1,). Hence,
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h(< F,F, >) =< h(F,),Y —h(X —F,) > iSIgPA=0 in (Y,1,) and so

<Y —h(X —F,),h(F,) >=< h(F,),h(F,) > 1S IgPA=*C in (Y,1,). Because
Y-h(X—F,)=h(F,),<Y—h(X —F,),h(F) >=

< h(F,),h(F,) > 1SIgPA=C in (Y,1,) . Therefore,h* is IgPA = C.

(if) = (i) Assume F be an IgPA = C in (X,1.). Because h is bijective and 1gPA = C , hence
h(F) = (W) Y(F) iSIgPA=*C in (Y,1,). Therefore h™* is IgPA * € -continuous.

(iii) = (i) Assume F be an 1gPA = 0 in (X,1.). By assumption, (h™1)"1(F) iSIgPA = 0 in
(Y,1,). Hence, h(F)isIgPA=0 in (Y,I,). Thus, hisIgPA=*0.

Theorem 3.11.ifamap h: (X,1,) — (Y,I,) is a bijective map. The arguments that
follow are equivalent:

(i) hisI1gSA 0.

(ihisIgSA+cC.

(i) h (v, 1,) - (X, 1,) IS IgSA =continuous.

Proof: obvious.

Theorem 3.12. ifamap h: (X,1,) — (Y,I,) is a bijective map. The arguments that
follow are equivalent:

(i) hisIgBA~ 0.

(i) hisIgpA+cC.

(i) nL: (v, 1,) - (X, 1) IS IgBA =continuous.

Proof: obvious.

Theorem 3.13.ifamap h: (X,1,) — (Y,I,) is a bijective map. The arguments that
follow are equivalent:

(i) his LIgO.

(i) nis LIgC.

(iii) nt:(v,1,) — (X,1,) IS LIg continuous.

Proof: obvious.

Definition 3.14. Amap h: (X,1,) — (Y,1,) consider to be:

LIg —closed map if the image h(M) is LIg-closed in (v,1,) for each Ligc — set M in(X,1,).
IgaA = —closed map if the image h(M) is IgaA +-closed in (v,1,) for each IgaA = C — set
M in(x,L).

IgPA + —closed map if the image h(M) is IgPA =-closed in (v,1,) for each IgPA = C — set
M in(x,L).

IgSA + —closed map if the image h(M) is 1gSA «-closed in (v,1,) for each 1gSA = ¢ — set
M in(x,I,).

IgBA + —closed map if the image h(M) is IgpA =-closed in (v,1,) for each 1gBA = C — set
Min(x,1,).



Theorem 3.15. Suppose that a two mapping h: (X,1,) - (Y,I,)and ¢:(Y,1,) - (Z,1,)
for each subset M < x.Then the below holds:
If both h and o are Lig- closed map then, ¢ o h: (X,1,) - (Z,1,) IS LIg - closed map.
If both h and ¢ are IgeA *- closed map then, ¢ o h: (X,1,) - (Z,1,) iS IgaA *- closed map.
If both h and o are 1gPA +- closed map then, ¢ o h: (X,1,) - (Z,1,) is IgPA = —closed map.
If both h and ¢ are 1gSA - closed map then, ¢ o h: (X,1,) - (Z,1,) iS IgSA - closed map.
If both h and o are 1gBA +- closed map then, ¢ o h: (X,1,) —» (Z,1,) IS IgBA = - closed map.
Proof.
Assume K be an LigC — set in (x,I,) .Since h is LIg- closed map, h(K) is LigC — set in
(Y,1,). Since ¢ is LIg- closed map, ¢(h(K)) is LIgC — setin (Z,1,) .Thus, ¢ oh is LIg -
closed map.
Assume K be an 1gaA « ¢ — setin (x,1,) .Since h is IgaA =- closed map, h(K) iS IgaA  C —
setin (v,1,). Since ¢ is IgaA *- closed map, ¢(h(K)) is Igad + C —setin (z,1,) .Thus,
@°h IS IgaA + - closed map.

Similarly, we can prove (3), (4) and (5) as same way.
Definition 3.16. Amap h: (X,1,) - (Y,1,) consider to be:
LIg —open map if the image h(M) is Lig-closed in (v,1,) foreach Ligo — set M in(x,I,).
IgaA = — open map if the image h(M) is IgaA +-closed in (v,1,) foreach Igad « 0 —set M
in(x, ).
IgPA + — open map if the image h(M) is 1gPA +-closed in (Y,1,) for each IgPA 0 — set M
in(x, 1,).
1gSA = — open map if the image h(M) is IgSA =-closed in (Y,1,) for each 1gSA+0 — set M
in(x, ).
IgBA + — open map if the image h(M) is 1gBA +-closed in (v,1,) for each 1gBA 0 — set M
in(x, ).

Theorem 3.17. Suppose that a two mapping h: (X,1,) - (Y,1,)and
¢:(Y,1,) - (Z,1,) for each subset M < x.Then the below holds:

If both h and o are Lig- closed map then, ¢ o h: (X,1,) - (Z,1,) IS LIg - closed map.

If both h and ¢ are IgeA =- closed map then, ¢ o h: (X,1,) - (Z,1,) is IgaA *- closed map.
If both h and o are 1gPA +- closed map then, ¢ o h: (X,1,) - (Z,1,) is IgPA = —closed map.
If both h and ¢ are 1gSA - closed map then, ¢ e h: (X,1,) - (Z,1,) iS IgSA + - closed map.
If both h and ¢ are IgpA - closed map then, ¢ o h: (X, 1) - (Z,1,) is IgBA * - closed map.
Proof.

Assume K be an L1go — setin (X, 1) .Since h is L1g- open map, h(K) IS LIg0 — set in
(Y,1,). Since ¢ is LIg- open map, ¢(h(K)) is LIgC — setin (Z,1,) .Thus, ¢ oh is LIg - open
map.
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Similarly, we can prove (2), (3), (4) and (5) as same way.
Remark 3.18. The following figure shows the relationships among the concepts

discussed in this part that have been created.
LIgC-
continuous
IgPA +-
\ \
> continuous

Fig 1. Showing the relationships among the continuous mappings that have been created

Tgad =
continuous

1gSA »-
continuous

4. Some Generalized Irresolute Mappings in ITS
In this part, we began with the following definition:

Definition 4.1. Assume that (X, I,) and (Y, 1,) are two ITSs and h represents a mapping
from (x,1,) into (v,1,). Then a mapping h: (X,1,) — (Y,I,) considers below:
IgBA = -irresolute if h=2(M) isIgBA + 0 -set in X for every IgBA+0 -Set M inY.
IgPA = - irresolute if k=2 (M) is IgBA = 0 -set in x for every IgPA+0 -setM iny.
IgSA = -irresolute if h=1(M) is IgBA = 0-set in X for every intuitionistic IgSA = 0 - set M in
Y.
IgaA =- irresolute if h=2(M) is IgaA = 0-Set in X for every intuitionistic IgaA = 0- Set M in
Y.
LIg - irresolute if h=1(M) is LIgo-setin X for every LIgo -set M inY.

Theorem 4.2. Suppose that h: (X,1,) —» (Y,I,) be a mapping.

Then the below are holds:
If his LIg - irresolute, then, h is IgaA *- irresolute map.
If his IgaA +- irresolute then, h is IgSA - irresolute map.
If h is IgaA  -continuous then, h is IgPA =- irresolute map.
If h is 1gSA «- irresolute then, h is IgBA - irresolute map.
If h is IgPA +- irresolute then, h is IgBA - irresolute map.

Proof:
Considering that h: (X,1,) — (Y,1,) be a mapping and M is LIgo-set in Y. Then,
int(M) < U whenever M < U, U is |IOS and M is 1A = such that M = M u R, where M is
I0OS and X is ICS. Since, M is LIgo — set, so there exists an IgaA = 0-Set in Y, because
every LigP-set is IgaA = 0-set. Now, since h is LIgO- irresolute



as a result, h"t(M) iIs LIg0o-set in xby assumption. Consequently, h=1(M) is an IgaA  0-
set in x. Therefore, h is
IgaA =- irresolute map.
Considering that h: (X,1,) — (Y,1,) be amapping and M is IgaA = 0-
set in v.Thus, int,(cl,(int,(M))) € U whenever M € U , U is [aOS, and M is IaA + such
that M = M uR, where M is 1aOS and R is 1aOS. Since, M 1S IgaA * C Set,
so there exists an 1gSA = 0-set in Y, because every IgaA = 0 -Set is IgSA = 0-Set. Since h IS
IgaA =- irresolute as a result, h 1 (M) IS
IgaA = 0 -set in X by assumption. Consequently, h=*(M) is an IgSA = 0-Set
in X.
Therefore, h is 1gSA =- irresolute map.

Considering that h: (X,1,) — (Y,1,) be amapping and M is IgaA = 0-
set in Y.Hence, int,(cl, (int,(M))) € U whenever M € U , U is [aOS, and M iS IaA + O
such that M = M u R, where M is 1aOS and X is 1aCS. Since, M IS IgaA = 0 Set,
so there exists an IgaA + 0-set in Y, because every IgaA 0 -Set IS IgPA + 0-Set. Since h IS
IgaA =~ irresolute as a result, ™1 (M) is IgaA = OC -set in X by assumption.
Consequently, h~1(M) is an IgPA = 0c-set in X. Therefore, h is IgPA +- irresolute map.
Considering thath: (X,1,) — (Y,1,) be amapping and M is IgSA = O-
set in Y.Thus, cls(ints(M)) < U whenever M < U, U is ISOS and M is ISA = such that
M = M uR, where M is ISOS and X is ISCS. Since, M is IgSA*0 Sset, SO
there exists an 1gBA = 0-set in Y, because every IgSA = 0 -Set IS IgBA = 0-Set. Since h is
1gSA - irresolute as a result, h~1(M) is 1gSA = 0-set in X by assumption.
Consequently, h~1(M) is an IgpA = 0-set in X. Therefore, h is IgBA +- irresolute map.
Considering thath: (X,1,) — (Y,1,) be amapping and M is IgPA = 0-set in Y.Thus
intp(clp(M)) < U Whenever M < U, U is IPOS and M is IPA = such that M = M U R, where
M is IPOS and X is IPCS. Since, M is IgPA =0 Sset, So there exists

an IgBA = 0-set in Y, because every IgPA + 0 -set IS IgBA = 0-Set. Since h IS IgPA *-
irresolute as a result, k=1 (M) is IgPA = 0-set in x by assumption. Consequently, h~1(M)
iIsan IgBA* 0-set in X. Therefore, h is 1gfA =- irresolute map.

Remark 4.3. The converse of Theorem 4.2. is not true, As seen in the

following examples.
Example 4.4. Assume X = {¢,4,x} with topology I, = {X,®,M ,N, W}, where M
={&LIAN N ={x}L {2 N ={{&,k},{21}), and Y = {15,17} with topology I, =
{X,0,P,W,L}where P = ({15},0),W =(0,0),L = P =(9,{17}),and h: (X,I,) > (V,I,) be

a mapping

109



defined by h(§) = 15,h(2) = h(x) = 17 .. Then, the following are fulfilled:

h IS IgPA =- irresolute but, h is not IgaA *- irresolute, because for D = ({17}, 9) is
IgPA*0-setiny, h (D) ={{A,x},0) & IgaA = 0.

h IS IgSA =- irresolute but, h is not IgaA =- irresolute, because for E = ({17}, ) is
IgSA+=0-setiny, h 1(L) =({A,k },0) & IgaA = O.

Example 4.5. Assume x =Y = {£,4,x} with topology I, = {X,0,Q,R, K, W}, where
Q=(0,0),R ={&}0),W = {{x},0) ,K ={{Ax},0)and Y = {15,17,19} with topology I, =
{X,0,P,L,],V}where P = (0,{15}),L =(0,0),] = ({19},0),V =({15,19},0)and h :

X, L) > (,1,)

be a mapping defined by h(§) = 15 = h(A), h(x) = 19 . Then, the following are fulfilled:
h is IgBA =- irresolute but, h is not IgPA4 =- irresolute, because for E = ({15}, @) is
IgBA=0-setiny, h" Y (E) =({&,1},0) & IgPA * 0.

h IS IgBA =- irresolute but, h is notIgSA #- irresolute, because for E = ({15}, 0) is
IgBA+0-setiny, h™1(S) =({&,1},0) &€ IgSA 0.

Recall Example 3.6. We see that h is IgaA =- irresolute but, h is not LIg- irresolute,
because for T = ({15}, @) iS IgaA = 0-Set inyY, h™1(T) = ({¢},0) & LigO.

Theorem 4.6. Assume h: (X,I,) — (Y,I,) be a mapping. Then the following fulfil:
If h IS IgaA +- continuous and IgaA = 0- then h(M) IS IgaA = O(Y,1,) , Tor every

M elgad + (X,1,).

If his IgPA - continuous and IgPA = 0- then h(M) iS IgPA = O(Y,1,) , for every

M € IgpA = (X,1.).

If h is IgSA =- continuous and IgSA = 0- then h(M) is IgSA = 0(Y, 1,) , for every

M € IgSA = (X,1,).

If his I1gBA - continuous and IgBA = 0- then h(M) IS IgBA = O(Y,1,) , Tor every

M €IgBA=* (X,1,).

If h is LIg- continuous and LIgo- then h(M) is LIgO(Y,1,) , for every M € LIgO(X,1,).
Proof:

Assume M € IgaA = (X,1,).ThusQ € (x,I,) suchthatQ < M < IgaA *cl,(Q) and
h(Q) € h(M) € h(IgaA *cl,(Q)). Because h is IgaA +- continuous and h(s) € (V,1,)
and h is IgaA * 0, hence, h(Igad * cl,(Q)) < IgaA = cl,(h(Q)). Therefore, h(M) is
IgaA+0(Y,1,) .

Assume M € IgPA* (X,1.).Thus Q € (X,1I,) such that IgPA * intp(Q) < Q@ <M and
h(IgPA = intp(Q)) < h(Q) < h(M) . Because h is IgPA =- continuous and h(e) € (Y,1,)
and h is IgPA * 0, hence, h(IgPA = intp(Q)) S IgPA = intp(h(Q)). Therefore, h(M) is
IgPA*0(Y,1,).



Similarly, we can prove (3), (4) and (5) as similar way.

Theorem 4.7. Assume h: (X,I,) — (Y,I,) be a mapping. Then the

following fulfil:
If h is IgaA - continuous and IgaA = 0- then his IgaA * - irresolute.

If h IS IgPA *- continuous and IgPA = 0- then his IgaP * - irresolute.
If his 1gSA =- continuous and IgSA = 0- then his IgSA = - irresolute.
If h IS IgBA - continuous and IgBA = 0- then his IgBA = - irresolute.
If h is LIg- continuous and LIgo- then his Lig - irresolute.

Proof:
Assume M € IgaA « (Y,1,), SO there existis IOS @ < v suchthatQ € M < Igad =l (Q).

Thus, h™t (Igad = cl,(Q)) = IgaA * cl,(h"*(Q)) and S0

h1(Q) € k(M) © h7t (IgaA =cl,(Q)) = Igad = cl,(h~1(Q)). Now because h IS IgBA *-
continuous, then h~1(Q) is an IgaA = 0-set. Therefore, h=*(M) IS hiS IgaA * - irresolute.
Assume M € IgPA = (Y,1,), SO there exist is IOS @ < Y such that

IgPA *intp(Q) S Q M .Thus, h ! (IgPA = intp(Q)) = IgPA * intp(h1(Q)) and so

h™1 (IgPA = intp(Q)) S h 1(Q) < h™l(M) = IgPA+intp(h~1(Q)). Now because h is
IgBA =- continuous, then h~1(Q) is an IgPA = 0-set. Therefore, h™1(M) IS h IS IgPA * -
irresolute.

Similarly, we can prove (3), (4) and (5) as similar way.

Theorem 4.8. Assume h: (X,I,) — (Y,I,) be a mapping. Then the

following fulfil:
h is IgaA *- irresolute iff h=1(M) is IgaA =-closed map for every IgaA = ¢ —set M of v.
h is IgPA =- irresolute iff =1 (M) is 1gPA =-closed map for every IgPA = C —set M of Y.
h is IgSA - irresolute iff h~1(M) is 1gSA +-closed map for every 1gSA = ¢ —set M of v.
h is IgBA =- irresolute iff =1 (M) is 1gBA =-closed map for every IgBA = C —set M of Y.
h is LIg- irresolute iff k=1 (M) is LIg-closed map for every LigC —set M of Y.
Proof:
Necessary condition: Assume h: (X,1,) — (Y,1,) iS IgaA =- irresolute, thus for each
IgaA = 0-setw of Y, k" 2(W) 1 1S IgaA » 0(X,1.). Now, if M is any Iga4 = C set of (v,1,),
hence,Y — M isIgaA+0.S0, h*(Y — M)iSIgad=0,buth (Y — M) =X — h"}(M)
and therefore, h™*(M) is IgaA = C.
Sufficient condition: Assume M € (Y,1,) be an IgPA = c-set. Then h™*(M) IS IgaA = C —
set in x by assumption. Now, if W is any IgaA = 0(Y,1,), thus Y — W is IgaA + C. So that,
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hY(Y — N) =X— h Y (N)isIgaA =C. Thus h"1(N) IS IgaA = 0. Therefore, h 1S IgaA *-
irresolute.
Necessary condition: Assume h: (X,1,) — (Y,1,) iS IgPA =- irresolute, thus for each
IgPA*0-setw of v, h (W) 1isIgPA+0(X,1.). Now, if M is any IgPA = C set of (v,1,),
hence,Y — M iSIgPA+0.S0, h (Y — M)IiSIgPA=0,buth™ (Y — M) =X — h"} (M)
and therefore, h™*(M) is IgPA = C.
Sufficient condition: Assume M € (Y,1,) be an IgPA = c-set. Then h™1(M) IS IgPA*C —
set in x by assumption. Now, if w is any IgPA = 0(Y,1,),thusy — W isIgPA+ C. So that,
hi(Y — N) =X— h"Y(N)isIgPA=C.Thus h™X(N) is IgPA = 0. Therefore, hisIgPA *-
irresolute.

Similarly, we can prove (3), (4) and (5) as similar way.

Theorem 4.9. Assume h: (X,I,) — (Y,I,) be a mapping. Then the
following fulfil:

If h is an IgaA =-irresolute then h is an IgaA =- continuous.

If his an 1gPA =-irresolute then h is an IgPA - continuous.

If h IS an 1gSA +-irresolute then h is an 1gSA +- continuous.

If h is an 1gpA =-irresolute then h is an 1gBA - continuous.

If h is an LIg-irresolute then h is an LIg- continuous.

Proof.
Assume that M is an Igad = 0(Y,1,). As every intuitionistic open set is IgaA + 0,and so

M is IgaA =0(Y,1,). By hypothesis, h is Igad =-irresolute. Thus, h™2(M) is IgaA * 0(X, I,.).
Consequently, h is IgaA +- continuous.
Assume that M is an IgPA = 0(Y,1,). As every intuitionistic open set is IgPA = 0, and S0
M is IgPA = 0(Y,1,). By hypothesis, h is IgPA =-irresolute. Thus, h=1(M) is IgPA = 0(X, I,.).
Consequently, h is IgPA =- continuous.

Similarly, we can prove (3), (4) and (5) as similar way.

Remark 4.10. The converse of Theorem 4.9. is not true, As seen in the
following examples.

Recall Examples 3.1.4. and 3.1.5. We see that the following:

h is IgaA =- continuous but not IgaA *- irresolute.

h IS IgaA =- continuous but not IgaA - irresolute.

h is IgaA =- continuous but not IgaA *- irresolute.

h IS IgaA =- continuous but not IgaA - irresolute.

Example 4.11. Letx = 13 =V, = {X6,(Q,8},I, = {Y,0,(Q ¢)}and define
h: (X, 1) - (Y,1,) by h(&) = & h(1) = A then h is an LIg- continuous but not an LIg-
irresolute.



Theorem 4.12. Assume h: (X,1,) - (Y,1,)and ¢:(Y,1,) — (Z,1,) are two mappings.
Then the following holds:
If h and ¢ be both rgaa +- irresolute then g h: (X,I,) — (Z,1,) is IgaA *- irresolute.
If h and ¢ be both 1gPA +- irresolute then g h: (X,I,) - (Z,1,)is IgPA *- irresolute.
If h and ¢ be both 1g54 «- irresolute then ¢ o h: (X,I,) —» (Z,1,) is IgSA +- irresolute.
If h and ¢ be both 1gBA +- irresolute then o h: (X,I,) - (Z,1,) is IgBA *- irresolute.
If h and ¢ be both Lig- irresolute then ¢ o h: (X,1,) — (Z,1,)is LIg- irresolute.
Proof:
Let F € Zisan IgaA = 0 then ¢ “1(F) is IgaA - irresolute so (h ~*(¢ "1(F))) ISIgaA = 0
because, h, ¢ are both 1gaA *- irresolute. Hence, (¢° h)™* (F) = (h (e }(F))) isan
IgaA = 0. Therefore, @ o his IgaA =- irresolute.
Let F < Zisan IgPA =0 then @ ~1(F) is IgPA - irresolute so (h "*(¢ "1 (F))) ISIgPA* 0
because, h, ¢ are both 1gPA «- irresolute. Hence, (¢ h) 1 (F) = (h (@ 1(F)))isan
IgPA = 0. Therefore, @ o h IS IgPA *- irresolute.

Similarly, we can prove (3), (4) and (5) as similar way.

Theorem 4.13. Assume h: (X,1,) —» (¥,1,)and ¢: (Y,1,) — (Z,1,) are two mappings.

Then the following holds:

If his an Iga4 +- irresolute and ¢ is an Iga4 +- continuous then @< h: (X,I,) - (Z,1,)is
IgaA - continuous.

If his an 1gPA +- irresolute and ¢ is an IgPA +- continuous then @ o h: (X,I,) — (Z,1,)is
IgPA - continuous.

If his an 1gSA «- irresolute and ¢ is an 1gSA *- continuous then ¢ h: (X,I;) — (Z,1,) is
IgSA =- continuous.

If his an IgBA +- irresolute and ¢ is an IgBA +- continuous then @« h: (X,I,) - (Z,1,)is
IgBA - continuous.

If his an LIg- irresolute and ¢ is an LIg- continuous then o h: (X,I.) - (Z,1,)is Lig-
continuous.

Proof.

Assume M is IgaA = C(Z,1,), SO, @ *(M) is IgaA  C(Y,I,). Consequently,

h (@ X (M)) = (¢ > h)"X(M)isIgad = 0(X,1.),because h is IgaA =-irresolute. Hence,
(e ') = (¢ = h) '(M)iSIgad = C(X,1,) Therefore, ¢ o hisalso an IgaA *-
continuous.

Assume M isIgPA+*C(Z,1,),S0, ¢ (M) isIgPA = C(Y,1,). Consequently,

h (@ 2(M)) = (@ ° h)"*(M)iSIgPA+0(X,1,),because h is IgPA +-irresolute. Hence,
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R (e *(M)) = (¢ - k)" (M)IiSIgPA+ C(X,I,) Therefore, ¢~ hisalso an 1gPA *-
continuous.
Similarly, we can prove (3), (4) and (5) as similar way.

5. Conclusion

The article you cited presents the idea of a generalized weak continuous, closed and
open mappings in intuitionistic topological environments and analyzes numerous results
associated with this new sets. It implies that the concepts and results provided in the
work can be applied to different kinds of topological spaces, like ideal topological
spaces and others.
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Abstract: In this study, we explore and delineate several characteristics of s*-
I-open sets, and pre*-1-open sets within ideal topological spaces. Additionally, we
establish connections between pre*-1-open sets, and s*-1-open sets in these
spaces. Ultimately, we achieve a decomposition of continuity, enhancing the
understanding of how these sets interact and contribute to the broader topological
framework
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1. Introduction

This paper introduced and investigates the properties of new class are
s*-1-open sets and pre*-1-open sets within ideal topological spaces, the
counterparts of which such as semi*-l1-open sets and others have been
previously explored in references [1-4] respectively. We delve into the
properties of these sets and explore the interrelationships among $*-1-
open sets, pre*-1-open sets and some concepts in such spaces. In
addition, we present and discuss various analyzes of continuous
functions, expanding on the theoretical framework established by
previous studies. This research not only deepens the understanding of
these unique types of sets, but also enhances the discourse about their

M
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role in the structural dynamics of ideal topological spaces.

An ideal | on a nonempty set x comprises a nonempty subset of subsets
of x that meet specific criteria: if M is part of 1 and N is a subset of M,
then N is also part of 1; similarly, if both M and N belong to 1, their union
M uN must also be in 1 [5]. This concept has been further applied in
diverse fields as studied by Jankovic and Hamlett [6], Mukherjee and
colleagues [7], Arenas et al. [8], Nasef and Mahmoud [9], among others.
In the context of a topological space (x,r) equipped with an ideal 1, and
considering g@(X) as the set of all subsets of x, a particular set operator
() pX) — p(X), termed a local function [5], is defined for a subset M of
X as follows: M*(I,7)={x€X|VGet(x),GnM¢&I}, Iindicating the
elements x in x for which every neighborhood ¢ intersects M outside of
I. In the context where r(x) represents the set of all neighborhoods ¢ in
containing the point x, the combined set M u M*(I,7) is defined as the
Kuratowski closure operator for the topology r*, known as the -
topology, which is more refined than t. To avoid ambiguity, M* is
typically used to denote M*(I,7). Frequently, x*derived from this
definition, constitutes a proper subset of X. Within this framework, the
terms "space™ explicitly refers to a topological space (x,7), absent any

distinct separation properties. For any subset M of X, ci(M) and Int(M)
signify the closure and interior of M* within (X, ), respectively.

A topological space (x,7)equipped with an ideal I is referred to as an
ideal topological space, denoted by (x,z,1). A subset M within an ideal
space (X,r) is termed R-l-open (respectively R-I-closed) if
M = cl*(Int(A))(respectively M = Int(Cl*(M))). A point x € X is identified
as a o-1-cluster point of M if Int(Cl = (U)) n M = @ for every open set U that
contains x. The collection of all 8-I-cluster points of M is known as the
o-1-closure of M, denoted by sct’(m) [10]. The &-l-interior of M is
defined as the union of all R-l-open sets of x that are contained within
M, and is denoted by &mt!(M). A set M is considered &-I-closed if
scl'(M) = M. The &-1-open sets generate a topology =4, which is coarser
than z. In the context of topological spaces with an associated ideal I, a
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subset v of an ideal topological space (x,z,I) can be categorized as
follows:

1. Semi* —1-open [2]: A set U is Semi* —I1—open if U € CI(8Int' (V).
2. Pre* —1—o0pen [1]: A set U is Pre* —1—open if U < Int(8CI'(V)).

3. e-l1-open [3]: A set U is e-1-open if U < CI(SInt'(V)) U Int(SCIL(V)).
4

. BGj* —set [11]: A setUuis a pGj*—set if U =vnK, where V is §'-
open and k is e-I-closed.

5. Weakly &'-local closed [12]: A set Uis weakly &'-local closed if
U=V nK,where Vv isanopensetand K is a §’-closed set in X.

2. Some properties of s*-1-open open sets and pre*-1-open sets in ideal
topological spaces

Definition 2.1. Let (x,7,1) be an ideal topological space and let w
be a subset x then (x,t,1) is considered to be:

1. s*—1-open: if W < CI(Int'(SCI}(W))).

2. pre” —1—open: if W € Int(CI}(SInt!(W))) U Cl(Int'(§CIH(W))).

Proposition 2.2. Let (x,7,1) be an ideal topological space. A subset
W is weakly™ §'-locally closed if and only if W = P n §Int!(§CI}(W)),

where P is an open set.
Proof: Assume W is weakly* &'-locally closed. Thus, w=pPn M,

where P is an open set and M is é§'-closed. So, w < M and
smt!(sCH(W)) < snt!(8CII(M) ) = SCH(W) < 5CI(M) = M. Hence,

W<Pn §1nt1(5c11(W)). Therefore, W = P n §Int'(§CI'(W)).

Proposition 2.3. Let (x,7,1) be a §'-extremally disconnected ideal
space and w < x. the subsequent characteristics occur:
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1. w is an open set.

2. W is s* —l-open andweakly* §'-local closed.

3. W is pre* —l-open and weakly s’-local closed.
Proof: (1) implies (2) and (3): The proof is straightforward. (3)
implies (1): Assume w is an pre*-1-open and weakly &’-local closed
set in x. It follows that @ = Int((CI'(8Int!())) ) U CI(nt!(8CI(Q))). Since

w is a weakly &’-local closed set, by Proposition 3.2 there exists an
open set P such that w = P n 61nt1(6c1‘(W)). Thus,

w < P n [Int( (CI'(SInt!(W))) ) U CI(Int! (SCI(W)))]
= (PN Int((ClI((S'IntI(W))))) U (P n Cl(Int! (SCIX(W))))
c Int(P n (CI'(SInt' (W)))) = Int(W)

Hence, w < mt(W) and so W is an open set in X.

Proposition 2.4. When the subset w of an ideal topological space is
considered, the subsequent characteristics occur (X,t,1):
1. If wis s* —l-open set, then SSInt! (5CI'(W)) = CI(SInt! (SCI'(W))).
2. If w IS pre* —l-0pen set, then
pre*SCI(SInt! (W) = Int( (SCI'(SInt! (W))) ).

Proof:
1. Assume W is S*—Il-open set in X. Thus, w < sint!(sCl'(w)). By
Proposition 3.3,

SSInt! (5C1I(W)) = W U Int'(SCI'(W)) = CI(SInt! (SCII(W))).

2. Assume W be a e* —I -open set in X. So, W < §CI'(8Int'(W)). By
Proposition 3.2, we have
pre*8CI(SInt!(W)) = W U (CI'(8Int!(W))) = Int((SCI'(SInt! (W)))).

Remark 2.5. The opposite of these consequences of Proposition 2.4
are not correct in particular as demonstrated by the below example:

Example 2.6. Assume X={&nit={0X &L 1603
and I = {9, {§},{¢} (£, ¢}}. Thus, ssint'(scii(w)) = cl(sint'(sCli(w))) for

W = {u, 3, but w IS not S*—l-open. Furthermore
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pre*é‘ClI(é'lntI(W)):Int((@ClI(é'IntI(W))))fOI’ K=1{c¢, but kK is not
pre* —l-open.

Proposition 2.7. Let (x,7,1) be an ideal topological space and Q < x.
the subsequent characteristics occur:
1. 1f w IS pre* —l-closed set, then
pre*SCI(SInt!(W)) = Int((5c11(alnt1(W))))
2. If wis s* —I-closed set, then SSint! (5C1I(W)) = CI(SInt' (SCI'(W))).
Proof:

1. Assume W is pre* —l-closed set. So, 4&Cl'(8Int'(W)) < w.
Thus,

pre*SCI'(SInt'(W)) = W n (CI'(SInt'(W))) = Int((é‘ClI(é‘lntI(W)))).
Hence, pre*sCli(SInt' (W)) = Int ((5c11(51nt1(W)))).

2. Let w is s*—l-closed set. So, é&cl!(Sint!(W)) <w. Thus,
S§Int1(6ClI(W)) = W n (Int'(§CI'(W))) = CI(SInt!(8CI'(W))).
Hence, sint!(5C1'(W) ) = CI(8nt! (SCII(W))).

Proposition 2.8.
The subset w for an ideal topological space (x, z, I) is considered

an e* —I-closed set if and only if W = pre*Cl'(Int!(W)) n S6Int'(5CI(W) ).
Proof:

Suppose that w is an pre”—l-closed set in Xx. This implies
pre*CIY(SInt' (W)) N SSInt! (ac1I(W)) cw. We have

(w U c1(51nt1(6c11(W)))) N (w U Int ((6C1I(51nt‘(W))))) —W. Thus,

W =pre'Cli(SInt'(W)) n smntl(acv(W)).

Conversely, let w:pre*cv(alntl(W))nsmntl(acﬂ(W)). Thus,
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pre*CI'(SInt (W)) N SSInt! (6C11(W)) c (w U c1(51nt1(5c11(W)))) N

(w U Int ((5C11(5lnt1 (W)))))

This implies that CI(alnt‘(acP(W)))nlnt((acv(alntI(W))))gW

Therefore, w is an pre* —I-closed set in X.

Corollary 2.9. Let (X,z,1) be an ideal topological space and w < x. If w
IS an S -1 open and pre* —I -open, then

CL(Int'(Q)) = CI(SInt'(SCI(W))) N lnt((acv(alntl(W))))

Proof: By using Proposition 2.8. we obtain the result.
Remark 2.10: The opposite of these consequences of Corollary 2.9 are
not correct in particular as demonstrated by the below example:

Example 2.11. Assume X ={{u¢}t=1{0,X, {3 {& {3, {§ ¢33
and I = {0,{$}, {3 {$, {3} Set W = {u, £}, Thus,

Cl(Int'(W)) = ClI(SInt! (SCIWY)) nInt((acﬂ(alntl(W))))but w is not
S*—l-open, but K is not pre* —I -open.

Proposition 2.12. Assume (X,t,I) be an ideal topological space and
wex. If w is s -1 -closed and pre*—l-closed, then

Int(ClI(W)) — c1(51nt‘ (é‘ClI(W))) u 1nt((5c1‘(51nt‘(W)))).

Proof: Assume w is a s*—I-closed set and pre* —I-closed set. So, By
Proposition 2.7 e*5CI(6Int! (W) ) = Int ((6C11(5IntI(W)))) and
sent!(sCi(w)) = cl(8mt! (5cl'(w))) Thus,

Int(ClI(W)) = pre*6c11(61ntl(W)) U Sé‘lntl(é‘ClI(W)) = c1(61nt1(6c11(W))) U

lnt((acﬂ(alnt‘(W))))
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3. Classifications and additional properties of continuity

Definition 3.1. A map h: (X, t,I) — (Y, o) is considered follows:

1. weakly* &'-locally-continuous if the preimage h=1(w) is weakly* §'-locally
closed for every openset w in Y.
2. S* —l-continuous if the preimage h=*(w) is S* —1-open for every open set w

inyY.
3. pre* —l-continuous if the preimage h~1(W) is pre* —1-open for every open
setwin.

Remark 3.2. For map h:(X,t,I) - (Y,0) the subsequent characteristics are
identical in (x,,1), a 8'-extremally unconnected ideal space:

1. his continuous,

2. his s*—I -continuous and weakly &'-locally-continuous,

3. hispre* —I -continuous and weakly §’locally-continuous.
Proof: This results simply via Proposition 3.4.

Definition 3.3. A subset w of an ideal topological space (x,,1) is considered to
be:
1. Generalized pre* —I -open if P < Int(ClI(W)) whenever M < w and P is a

closed setin x.
2. Generalized pre* —I -closed if and only if we is pre* —I-open set in x.

Proposition 3.4. Assume (X,z,1) be an ideal topological space and w < X. Then
W is an e* —I-closed set if and only if W is S$*o-set and pre* —I -closed set in X.
Proof: Suppose wis s*5-set and pre*—l -closed set in Xx. Thus,
W = M n Cl(Int"(W)) for a §'-open set M in x. Because, W < Mand W is pre* —I-
closed, so, cI(Int'(W)) < M. Hence, CI(Int'(W)) © M n Cl(Int'(W)). Therefore, W
is pre” —l-open. Conversely, any pre” —I -closed set is s*o-set and e* —I -closed
set, respectively, in X.

Proposition 3.5. Assume (X,z,1) be an ideal topological space and w < x. Thus
W is pre* —I-closed set if and only if cl(Int'(W)) € M whenever M is an open set
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inxand w c M.
Proof: Let w is pre* —I -closed set in Xx. Suppose that w < M and M is an open set
in X. This implies that we is pre* —I -open set and Mc is a closed set in X.

Because, W< is pre'—l -open set, Mc Elnt(ClI(W)). Hence,
Cl(Int'(W)) = Int(Cif(W))c C M,s0 Cl(Int'(W)) € M. Proof of the opposite is
similar.

4. Conclusion

This study explores and characterizes all two kinds of open subsets in ideal
topological spaces: s*-1-open sets and pre*-l-open sets. We looked into the
connection and contrasts between those sets, as well as the consequences for the
framework for ideal topological spaces. Several propositions and lemmas were
developed to explain these features, resulting in a better grasp of the fundamental
topology. Furthermore, the work discusses the decomposition of continuous in
this setting, which contributes to the larger subject of topology. The insights
provided here not only increase theoretical understanding, but also have possible
applications in other mathematical disciplines.
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Abstract:

The study was conducted in the Department of Biology — College of Education
— University of Samarra, which aims to combat the third instar larvae of the date
moth Ephestia cautella using bio—prepared zinc nanoparticles from the fungus
Verticillium lecanii and comparing it with the biomass of the fungus Verticillium
lecanii and finding out which is most effective in eliminating the third instar of

the date moth Ephestia. cautella and biomass concentrations were used (1, 1.5,

2)g /L.

Only distilled water was used in the control plants, with a time period of (24,
48, 72) hours for each concentration, Three concentrations of zinc nanoparticles
were used: (0.250, 0.125, 0.62) ml / liter , and only distilled water was used in

the control laboratories, with a period of time of (24, 48, 72) hours for each
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concentration, and for each concentration, three replicates were used for each
concentration, and 10 larvae of the date moth Ephestia cautella were placed in
each replicate for each replicate of the experiment, and the results of each were
given: Biomass had high killing results at a concentration of 2 ml/L after 72

hours, and nano zinc at a concentration of ().250 mI/L after 72 hours.

Introduction:

The date moth is an insect with complete metamorphosis and has four stages:
the egg, the larva, the pupa, and the adult. The female date moth lays her eggs

in groups or individually on the outer surface of the date [1].

Although the female insect lives for approximately 14 days, The eggs laid by
one female are approximately 135 eggs, and approximately 90% of the eggs
are laid in the first four days. The eggs are characterized by containing
prominent lines on the surface of the egg, both longitudinally and transversely,
arranged in 24 irregular rows, with the length of one egg ranging from (0.33 -

0.38 mm).

Their width ranges between (0.22 - 0.32 mm), and the eggs are white when
first laid by the adult insect, then they turn orange before the hatching process,
with clear longitudinal and transverse elevations on the outer surface [2],The
hatching process may take from 3-4 days after the female lays her eggs, the
date moth, Ephestia cautella, is a polyphagous insect that infects different types
of stored foodstuffs, most notably dates, whether they are on palm trees or

fallen on the ground or in stores, as well as feeding on many stored foodstuffs
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such as dried figs, raisins, tarshana, and grains. And their products, legumes,

nuts, oilseeds, cocoa and other food families[3].

Nanocomposites are materials to which nanoparticles are added during the
manufacture of these materials. As a result, the nanomaterials show an
improvement in their properties. Nanotechnology is considered a broad field of

scientific research and opens up a wide field in various fields.

It is considered the main advantage of modern insecticides, as it has a useful
pesticide effect to eliminate insects. It is not harmful to the main environmental
components, and the word nano (Nanos) is originally a Greek word that means
dwarf and is used to describe materials with small sizes from (1-100
nanometers). Nanobjects are bio-manufactured using microorganisms such as

fungi, bacteria, viruses, and nano—extracts.

One of the advantages of this method is that it is cheap and does not require

Energy, fast and at the same time environmentally friendly [4].

Fungi that infect insects and products derived from fungi have been used in
biological control of targeted insects, The Verticillum lecanii fungus is one of the
most common fungi on target insect families and is used to eliminate insects

that cause economic damage [5].

Aim of the Study:

1- Evaluation of the effectiveness of biomass prepared from the fungus
Verticillum lecanii on third-instar larvae of the date moth Cautella Ephestia.
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2- The effectiveness of a nano-prepared biological preparation from the
Verticillum lecanii fungus on eliminating the larvae of the date moth Ephestia
cautella.

key words: Verticillium lecanii,, Ephestia cautella, PDA, ZnoNPs, nano

Materials and Methods:

Medium Solid Potato Dextrose Agar (PDA):

Prepare the medium according to the manufacturer's instructions, HIMEDIA, by
dissolving 39 grams of potato medium in a liter of distilled water, placing it in a
1000 ml glass baker, shaking well, closing the nozzle with a cotton plug, then
sterilizing with an autoclave at a temperature of 121°C and a pressure of 15
pounds/inch for 15 minutes, then Leave the medium to cool and before it

hardens, pour it into sterilized dishes.

Liquid potato dextrose medium (PDB) Potato Dextrose Broth:

Prepare the medium according to the manufacturer's instructions by dissolving
24 grams of powdered medium in 1 liter of distilled water. Distribute the
medium into conical flasks with a capacity of 250 ml and plug their nozzles with
cotton plugs. Then sterilize with an autoclave at a temperature of 121 °C and a
pressure of 15 pounds/in2 for 15 minutes, Prepare this medium to obtain the

biomass of the Verticillium lecanii fungus.

Activation of the fungus V. /ecanii

Activating the fungal isolate by replanting it on new PDA media 7-9 days before

starting to produce biomass in order to use it in preparing biomass.
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Preparation of V. /lecanii biomass

To obtain biomass, the fungal isolate was grown in a sterile Petri dish
containing sterile Potato Dextrose Agar medium, and incubated at a temperature

of 2 + 26 °C and a relative humidity of 5 + 85% for 7 days.

After that, four discs were taken from the colonies growing on the medium. The
solid food PDA, with a diameter of 5 mm, was multiplied on the sterile liquid
medium placed in a 1000 ml glass container with the addition of 125 mg of
tetracycline to ensure that bacteria did not grow, while continuing to move the
glass containers incubated at a temperature of 2 + 26 °C for 21 days with daily
manual shaking. Biomass after 21 days of incubation by using a glass funnel

and filter paper.

After that, the biomass was washed with distilled water three times, followed by
washing it with deionized water twice to get rid of all residual nutrient medium.
Weighed 10 grams of fungal biomass using a sensitive balance and transferred
to 1000 ml glass containers containing 250 ml deionized water were also
incubated under the same conditions above with daily shaking using a shaker

for 120 hours.

After the expiration of the period, the fungal biomass was filtered using filters to
obtain the fungal biomass filtrate. The filtrate was collected and incubated at a

temperature of 26 + 2 °C and a relative humidity of 5 + 75% until use [6].

The biomass is then dried to obtain a powder for experiments on the third instar

larvae of the date moth.
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For fungal biomass, concentrations of (1, 1.5, and 2) grams were used, with
three replicates for each concentration. The control factor in the experiment was
used only distilled water for 24, 48, and 72 hours. The concentrations gave

high rates of death.

Bio—prepared nanocomposite from Verticillium lecanii

The nanocomposite zinc oxide (ZnoNPs) that was used in the study was
obtained from the Ministry of Science and Technology in Baghdad Governorate
|/ Iraq. The compound was in the form of a white-yellowish powder, with a

particle size of less than 5 micrometers with a purity of 99% , The Ministry
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prepared the compound in A plastic box containing 7 grams. It was received in

the form of a nanopowder with a particle size of less than 100 nanometers.
Preparation of nanocomposites (ZnoNPs ):

Silver nanoparticles were manufactured by crushing the mushroom extract using
an ultrasound device for five minutes, after which the previously prepared zinc
oxide solution was placed on a hot plate with a magnetic stirrer for 30 minutes,

after which the mushroom extract was added to the oxide solution.

Zinc in drops, then placed in an ultrasound machine for 3() minutes, then mixed

with a magnetic mixer without heat for 3() minutes [7].

An amount of nano-zinc oxide was weighed (.5 grams of powder and a drop of
concentrated nitric acid was placed on it and mixed with the powder, noting the

rise of vapors from the powder after mixing it with nitric acid.

Then the homogeneous material was placed in a glass beaker containing 1000
ml of distilled water with continuous stirring for 10 minutes. To ensure that the
nanocomposite dissolves with water, and thus we have the main stock

concentration.

After that, we conduct several dilutions to reach the concentrations required in
the experiment, which are a concentration of 0.250, 0.125, 0.062) and for a
period of time of (24, 48, 72, 96), with three replicates for each concentration
and a coefficient was used. The control in this experiment was only distilled

water.

Statistical Analysis:
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The results analyzed statistically by applying the statistical program (MINITAB
VER.17) according to the Anova analysis test (Anova). The mathematical
averages were compared according to the Duncuns Multiple Range test and at

a possibility of 0.05 > p [8].

Results -

The results of the table (1) and the effect of the interaction of the different
concentrations (0.062, 0.125, 0.250 mg/L) of the zinc oxide nano composite,
as well as the time period for the death of the third instar of the date moth,
showed that there were significant differences in the killing rates due to the
interaction between the concentrations and the duration of exposure, as the
highest percentage of killing was for the third instar larvae. The third was 96.7%
at a concentration of 2500 after 96 hours of treatment, while the lowest Killing
percentage was 23.3% at a concentration of (.062 after 24 hours of treatment,
while averages of the Kkilling percentage as a result of the concentrations
showed that the highest kiling percentage was at a concentration of (.250
reaching 72.5%, while The lowest average kill rate at a concentration of (0.062

was 59.2%.

As for the average kill rate based on the duration of killing, the highest kill rate

after 96 hours was 70.0%, and the lowest kill rate after 24 hours was 24.2%.

From the results it was shown that the percentage Larval killing increased with
increasing concentration and duration of treatment. The results of the study

were consistent with the findings of [9].
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As they indicated that the zinc oxide nanocomposite had an effective effect in
combating the red flour beetle T. castaneum compared to the pesticide
malathion, as the results showed that there was a significant effect of the

nanocomposite.

Zinc oxide affects the percentage of killing, productivity and weight loss of
whole grains. These percentages increase with increasing concentration and
duration of exposure, as these particles cause deformities and dehydration of
the insect and provide protection for the grain by reducing the rate of the first
generation of the insect T. castaneum and then reducing the percentage of
weight loss in the grain. It was also similar The results of this study are based

on the findings of [10].

Who indicated the effect of nano composites, including zinc oxide, in protecting
grains from infection with the Khabra insect for a period of up to 40 days, where
the percentage of weight loss was 0.67, (0.73, and 3.44%, while the percentage

of weight loss was 3.44%.

The loss in the control treatment is 11.74%. Zinc oxide nanoparticles have
been used to develop pesticides due to their antimicrobial, physical and some

other properties [11]; [12]-

Table (1) shows the effect of nano-zinc oxide (ZNPs) on the mortality rates of

third—instar larvae of the date moth.

Concentration Time

Average Concentration
96 72 48 24 ml /I

Hours Hours Hours Hours
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7.25A 9.67a |8.67b 6.33d | 4.33f 0.250

6.25 B 9.33ab |7.33¢C 5.33e |3.00g 0.125

5.92B 900b |7.33cC 5.00e |2.33h 0.062
0i Oi Oi Oi

00C Control

Time average
7.00a |[583b 417c |242d

Small letters that are similar horizontally mean that there are no significant

differences between them.

The results of the table (2) and the effect of the interaction of different
concentrations (2, 1.5, 1) g/Lon biomass as well as the time period for the
death of the third instar of the date moth showed that there were significant
differences in the killing rates due to the interaction between the concentrations
and the duration of exposure, as the highest percentage of killing for the third
instar larvae was 93.3 % at concentration 2 after 72 hours of treatment, while
the lowest killing rate was 23.3% at concentration 1 after 24 hours of treatment,
while averages of the killing rate as a result of the concentrations showed that
the highest kiling rate was at concentration 2, reaching 72%, The lowest

average Kkill rate at concentration 1 was 23.3%.

As for the average Kkill rate based on the duration of killing, the highest kill rate

after 72 hours was 50.0%, and the lowest kill rate after 24 hours was 28.3%.
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From the results it was shown that the percentage of Killing third instar larvae
of date moth increased with increasing concentration and duration of treatment.

The results of this study agreed with [13].

Through the use of suspensions of three types of chrysogenum fungi.
penicillium, V.lecanii, Aspergillus.niger) in its effect on the larval stages of
C.quinquefasciatus mosquitoes, as the insect-pathogenic fungus V./ecanii
outperformed the rest of the fungi in influencing mosquito larvae with
percentages of death reaching 20, 16.66, 13.33, and 10% after 48 hours of

treatment and rose to 63.33), 60, 56.66 and 53.33 after 96 hours of treatment.

The high rate of death rates in the first larval ages with the last instar and adults
is attributed to the incompleteness of the defense cells in the first larval ages, in
addition to the lack of thickness of the cuticle layer, or it may be explained by
changes in the biological and chemical composition of the insect’s body wall,
such as the presence of toxic compounds, which may To prevent the

germination of fungal spores [14].

The results of other studies that are consistent with this study showed what was

mentioned by [13].

that they were more sensitive to infection by E. cautella. The results showed
that individuals of the first larval stages of the date moth were exposed to
biological factors (bacteria and fungi) from later ages. The ability of the fungus
to adhere to the body The insect, its structure, the germination tube and

adhesion organ, and the amount of enzymes secreted by the fungus, such as
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chitinase, lipase, and protease enzymes, played a major role in destroying the

insect’s body.

The current study showed that increasing the concentration and duration of

treatment of biologically prepared biomass from mushrooms has a significant

impact on eliminating third—instar larvae of the date moth.

Table (2) shows the effect of biosynthetic mass from the fungus V. /ecanii. On

third instar larvae of the date moth E. caufella

Concentration Time
Average Concentration
72 48 24 mi /I
Hours Hours Hours
4.00¢e 3.67¢ 2.33f
3.33C 1
6.67 bc 6.33¢C 3.67¢
5.56 B 1.5
9.33a 7.00b 5.33d
71.22 A 2
Og 0g 0g
0.0D Control
Time average
5.00 a 425b 2.83¢C

Small letters that are similar horizontally mean that there

differences between them.

are no significant
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Conclusion:

1-The fungus V. /ecanii showed high efficiency in the biosynthesis of zinc oxide

nanoparticles.

2— Biologically prepared nanoparticles have a promising future in controlling

insect pests.

3. Treatment with zinc nanoparticles led to the killing of third—instar larvae of the
date moth three days after treatment, with a direct relationship between

concentrations and killing rates.
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ABSTRACT. This paper focuses on investigating the presence of solutions for singular non-

linear equations (1.1) in the exterior domain. R > 0 on the boundary
where N > Z.f(u)w_—1 for |u|

[w]9 1
smalland 0 < g < 1, and f(u)~|u|P"tu, for |u| large and
where 0 < p < l.also K(x) = |x|"® witha > 2(N — 1).

Keywords: Existence, singular, exterior, non-linear

INTRODUCTION

This paper involves the examination of the equation:

Au+K(x)f(w) =0, forR < |x|< oo (1.1)
u=0 on R<|x|<o (1.2)
u—0 as |x| - o (1.3)

Where the Laplacian operator is denoted by A, the function
f: R\{0}—>R, is locally Lipschitz. and :RY¥ - R, K(x) > 0.

(Hy) f isodd, there exists f > 0 such that f < 0 on
(0,B8),f > 0o0n (B, o) and f(B) =0.

(H,) g;:R — R is continuous and f(u) = 11u + g, (w) if uis small.

97

Where 0 < g < 1and g,(0) =0.
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(H;3) g,:R — R iscontinuous and f(u) = |u|P " u + g, (u), if uis large. Where 0 < p < 1.
we let F(u) = fou' f(s)ds . Since f is an odd function, it can be concludedthat F is an even
function. Additionally, based on the assumption (H,), it can be inferred that
f is capable of being integrated into the vicinity of u = 0. This implies that
F is a continuous function with a value of 0 at u = 0. Furthermore, F is bounded below by
—Fywith Fy > 0. Finally, from assumption (Hs), it can be determined that there exists a value
of ysuchthat 0 < § <.

Graph 1.2. F(u)

(Hy) F<00on(0,y),F > 0on(y,»),and F > —F,onR,F(y) = 0.

(Hs) The functions k and k' are characterized as having continuity on the interval [R, o). It is
also known that k(r) > 0, and that k() is equal to r — a(2N — 1). Additionally,

2(N—1) + r?kf < 0. It is further assumed that « is greater than 2(N — 1), lim rk'/k = —a.
r—oo
(Hg) There exists ki, ky > 0 such that% <k(r) < % .

Lemma 1 : Assuming that the given conditions are true, with f(u(r)) defined as ;—i + uP,

where 0 < p,q < 1, and u(r) = B under the assumption H,, it can be deduced that the value
of =1

Proof: Suppose f(u(r)) = ;—i + uP, Given that both 0 < p,q < 1, it is necessary to make an

estimation of  at ;. This estimation is made based on the fact that u(r3) = B.

0= f(B) = 7 + B

We obtain :

—1+pP"1 =0
implies that:
BP*% = 1 then by taking the root (p + q) of both sides :

thus B = 1. The end of the prove lemma 1.

—ui—q Pt
- with 0 < p,q < 1,and u(#,) = y then the value

Lemma 2: Let F(u) = —v)

_ i
= 7
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—ul9q ubti
Proof: Suppose F(u) = e T o , Where 0 < p,q < 1 then we evaluate r at ,,. We get :
B _.yl—q .yp+1
0= -
1-qg p+1

0=—-(p+ Dy 1+ 1 —qyr*™

Simplifying above we get:
.},p+q — p——l_l
1-q

then by taking the root (p + g)of both sides. We obtain:

1
_ (P*1\p+a
V= (1—q) '
This completes the proof of lemma 2 .

Recent publications [1-10] regarding solutions of differential equations on the exterior domain
piqued interest in the subject of this paper. this article is to study how the singular non-linear
differential equation (1.1) behavior and to investigate the solutions that it produces. When
0<pqg<1 and a > 2(N — 1) are true. Additionally, in [1-10] the radial solutions were

studied.

PRELIMINARIES

To study the existence of solutions for equations (1.1) through (1.3), it is necessary to make
certain assumptions. Specifically, we assume that r = |x|, and that u(+) = u(|x|), where

x € RV and satisfies

u''(r) + ?u’(r) + K(|r)f(u)=0 On (R, ) (1.4)
u(R) = 0 }Lno}j u(r)=20 (1.5)

to prove the existing solution we change the variable

u(r) = v,(r*™) (1.6)
Therefore

u'(r) = v,/ (N2 - NtV 1.7
uW' ) =QC-N)A-Nyr N> M)+ @2 - N)zrg(l_m v, (r? V) (1.8)
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1
Letting t = >V and r = t==~ in (1.4) — (1.5) we obtain:

v, +h(t)f(v,) =0 on (0,R7) 1.9)

v,(RT) =0 (1.10)

v, (RT) =—a" <0 (1.11)
where RN = Rand a* = aﬁ;

Then where form (H,)and (Hs) and suppose :

¢ ~ a—-2(N—1
where @ = a"2(N"1)
(N-2)2 N-2

h(t) =

(1.7) and (1.8), This suggests that there are constants h; and h,, where 0 < h; < h,, which
implies that...

> 0.Sincea > 2(N —1),and ¢t € (0,R7). Also from

h(R™) = h(t) (1.12)
R'(t) > 0,h t% < h(t) < hyt® on (0,R7). (1.13)

Theorem 1.1. Suppose that @ > 0, @ > 2(N — 1), where N > 2 and (H;) — (Hg) hold. then
there exists a solution of the equations (1.9)-(1.11) on (R*—€, R7) for some €> 0.

Proof:
step (1):- Using the initial condition (1.10)-(1.11), we first integrate (1.9) on (t, R7), to obtain:
v,(R) =0, v;(R")=—-a" <0

Integrating (1.9) on (t, R™) and using the initial condition we get:
—a® —vi(®) = — [T ROf (va(s)) ds (1.14)

vl = —a" + [ RO f (va(s)) ds (1.15)

Also, integrating (1.15) on (t, R™) and with (1.11) we get :
—0a(0) = V(R — 0,(0) = —a"R" =) + [ [ hC)f (va () dxds

va(t) =a"(R" —t) — fth fSRr h(x)f(va(x))dxds (1.16)
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Now, we let D7(¢) = 74 (1.17)

And v,(t) = D*(¢)(R" — t) and using L'Hdpital's rule and we obtain:

. v, (1)
S/ R =
And rewriting the (1.16) and we get :

1
(RT—1)

D™(t) = a’ — JE I R@F(RT = %) DT (0)dxds (1.18)

Step(2): We will use the fixed point method to solve equation (1.18). To do so, we must
establish a set using the fixed-point method. and let, a > 0,0 < € < 1, and then define:

1
A= {Df € CIR" — &, R7)| ID"(0) — a*| = > a%on [R" - E,RT]]
Where D*(R™) = a®and C[R™ — €, R™] is the set of real-valued continuous functions on
[RT — ¢, R7]. Let:

ID*I[ = sup ]IDT(X)I-

xE[RT—¢, RT
Then (4, ||.]]) is a Banach space.

Now let us define a map @ on A by ¢ D*(RT) = a" and :

eD* () =D"()) =a” — —— [F" [F h@)f((R" ~ )D*(x))dxds (1.19)

(RT=t) 't

@:A—- A, R"T—e<t<R".since D"(x) e Aand 0 < ¢ < 1 we have:
. 1
|D*(t) — a'| iiiar

1 1
—-a"=D"(x) —a" = Eaf

2

1 1
ar—za' = D'(x) = Ja+ar

w

gaf <=D"=-a" on [RT — ¢,R™] (1.20)

[3*]

. -1
Now we estimate f((RT —x)DT) = TR + g, ((RT —x)D7).
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It follows form (1.20) that:
1 3 a
(Eaf < D%(x) = Eaf) (RT —x)1

(R" — x)1

3 q
0" = DI (R — )1 < (i) a (RT — x)1

24 - 1 - 1
T __ qnaTtd — q _ - q
(R = 01a " DI E =0 (3)7 (g e

Tq zqarq
e, T __ -q T -4 - __ 00000
(R.r . x)qzq = (R ‘x) (D (‘x)) — (RT _ x)q3q
Now evaluate —————
(R"—x) D™ (x)
— q
1 <Z (RP—x)"1. (1.21)

RT=x)3(( ()| ~ o

From H, we see g, (x) islocally Lipschitz, 0 < p < 1, and g, (0) = 0 therefore it follows
that :

91((R* = x)D"(x)) < L|R* — x||D*(x)| (1.22)

3 3
gl((R" —x)DT(x)) < L|R™ — x| Ea" = Ea" L|R™ — x|

Where L is the Lipschitz constant for g; on [0,% a’].

Using (1.11),(1.21) and (1.22). Since h' > 0, then h(t) < h(R") and 0 < p,q < 1 we see :

(R"—x)*((D* (%))

|h()F((RT — x)D™(x))| = |h(x)( +g,(R"— x)D"(x))

< h®R)[|Z (R —x) |+ L|®" - 0)2a (1.23)
Integrating on (t, R™) and using (1.23) we get:
LRIUL(JC))"((RT — x)D*(x))|dx < h(R") [% (R™— )79 + c,a"(R™ — t)?] (1.24)

N-1
SR thus form (1.24)we see:

29 1
Where c; = FE and Cy =
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JE RGO f(RT = 0)DT(0)ldx — O ast - (RT)™ . (1.25)

Next, divide by (R* — t) and integrate (1.24) on (t, R™). we obtain :

1 RT RT

L tf f |RG)f((R™ — x)D™(x) ) |dxds
t s
c2(RT — )14
< h(Rf)[% +a%c, (RT — t)? (1.26)

where ¢; = %and €y = %thus from(1.30)we see :

lim [ [F [ [n@F (BT = x)D™(x))|dxds] = 0. (1.27)
to(RDRT-

Now show that ¢: A — A is a contraction mapping with ¢ (D%) € A foreach D € A if

€ > 0 is sufficiently small.

First, let DT € A and so it follows from (1.26)-(1.27) that:

1 RT RT
_ tJ; J; |h(x)f((RT — X)Dr(x))ldxds

R‘c

Is continuous on [R™ — €, R7].then from(1.18),(1.26) and(1.27) we see: 15213)- D™ (t) =ad”,

D™ (t) —a™| = %a*’ on[R* —¢,R™] and ¢ DT continuous if € > 0 is sufficiently small.

Step(3): We need to prove that ¢ is a contraction mapping if ¢ is sufficiently small.

Let D,, D, € A then:

oD () — @Dy (= ¥ [ RCO[F((RT =)D, () = F((R” = )D,())]dxds  (1.28)

RT—t

By (1.8) we have:

f(® =)D"()) = ~(R* = x)~1D~(x) + g, (R* — x)D* (x))
Where 0 < p,q < 1.

Use (1.20) and (1.21).

We first estimate:
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|f((R" —x)D;) —f ((RT —x)D,)|

1 1 1
= ‘m LD_f — D_;*I +91((R* — x)D;) —g,((R™ — x)D,)
1 1
< (RTT)Q D_f Dq + L(RT —x)lDl | (129)

Where L is the Lipschitz constant for g; on [Oéaf].

Next applying the mean value theorem, we see that the right-hand side of (1.29) is equal to

1 q
(R — x)1 [Dqﬂ |D; — D2|I + L(RT —x)|D; — Dy
3

where Dj is between D; and D,.
sinceD; € S fori=1,23and |D; —a’| = %at then%aT =D; = gaf on

g+l
[R® — €, RT]. Therefore it follows that Dgﬂ > Ga’:) and so on[RT — €, R™] we have:

|F((R" —x)D,) — F((R™ — x)D,))|

< Dy~ D,| lﬁ(%)

From (1.12) h(t) > 0 is continuous and increasing on (0, R"] with @ > 2(N — 1) we see:

g+l
+ L(RT — x)l. (1.30)

l(Rr) RY ~RT q 2q+1
lpD; — @D,| < J. |D; — Dy + L(R* — x)| dxds
ST R e =0 @™
h(Rr) RY 2q+1 .
< 2 o, ot [ [ e LR )
T cset 4 2| —
< RROID, - D, I [ + cge?| = 1D, - D, (1.31)
2(N-2)\9+1 L _ 1-q .
Where. ¢5 = (z—qf[l—q)( EqN-l )) /6 =72 and ¢; = h(R*™) [szﬂ + C6(:'2] since:
-
lirg c; = liIélJrh((Rr)[cZ:Eﬁlq + cge2] = 0 then for e sufficiently small we see
€ €
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0 < ¢; < 1 and therefore it follow (1.31) that ¢ is a contraction mapping Then by Contraction
mapping principle on A we see there exists a unique solution. this complete proof of the
theorem (1.1).

Now we define the energy equation of solution (1.9) —(1.11)

,2
E (1) = 1" (S) + F(va(D)) (1.32)

Lemmal.2. The energy equation E,(t) is non-increasing.

Proof: from the energy equation (1.32), Differentiating E,(t) and using (1.14) :

, 1 |ro) (2040 Yok ©-vi (©® ' (© ,
Ea(t) = E ( )hz (t) + f(va(t)) .Ua(t)

] " 72 r
I Vg Vg r Vq h
Ea(t):[ (t)h (t) + f(va(t)) va(t) — [t) (t)]

202(z)

, ACI , IMOEY0)
Ea(t) = S [vd () + h(®)va(®)] == 5=

and since we know from(1.12) that A’ (¢) > 0 and v > 0 then:

2
, a (O 1))
Ea(t) = —ﬁ =0 (133)

Thus E/ is non — increasing where it is defined for this t with t < RT then :

1 at

_ T _ 193 .
TRE) E,(R™) < E,(t) = 200 + F(va(t)). (1.33)
Thus 0<E(t) .

Applications

In this passage, we will illustrate the primary outcome attained in theorem (1.1) through the
use of an illustration. Let us examine the subsequent differential non-linear equation:

v," () + h(®)(—v  +v,") = 0.
with the initial condition

v,(RT) = 0,v,'(R™) = —a", to find the existence of solutions

Let p = z ,q = — L leta® =2andRT = 2, therefore:
2 2
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v, (t) + h(2) (—va_g +1 E) =0, on (0,2). (1.34)

With initial condition:
v,(2) =0, v,/ (2) = -2 (1.35)

Integrate the equation (1.34) on (t,2), we get :

1 1

2 p— —_
v,(2) —vi(t) = —J. h(2)(—v,? + v2)dt

1 1

—vi(8) = 2~ [ h(2)(~v,? + v2)dt (1.36)
Integrate (1.36) on (t, 2), we get :

v () =22 -6~ [ [ h(z)(—vj + -vé)dsdt

And D™(£) = “ then v,(t) = (2— )D™(¢)

%iIIZ"l D*(t) = %11121';%(? by L’Hépital’s rule then we get:

v, (t) -2
lim——=—=2=D"(t
tl—IBZ —t -1 (®
let us define
A={D"(t) e C[2 —¢2]|ID°(t) —2|=<1on(2—¢,2)} then —1=<D"(t)—2<1 and
1=D7(t) =3.Let||D*(t)||= sup |D7(¢)l.
x€E[2—€,2]

We will establish a mapping ¢: A—A. Furthermore, given that f is locally Lipschitz then
|g1 (v, (t))] on (0,2) then we get:

|91 ()| = L|vg(®)| then |f| = L(Z — t)D*(t)
Also h(t) < h(2),since h'(t) > 0
|h(®)f] = h(2)L(Z — 6)D™(t)
|h(t)f| < 3h(2)L(2—t) =C"D" where1l < C" < 1

Let D,,D, € Athen |@D; — @D,| = C|D; — D,|on (2 —¢,2) thenweobtain 0<C <1
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Abstract

This paper investigates the numerical solution of systems of nonlinear
Fredholm integro—differential equations of the second kind using the Quintic B—
spline method. These equations are significant in various scientific fields,
including fluid dynamics, biological models, and chemical kinetics, due to their
complexity and widespread applications. Traditional analytical solutions are
often impractical; hence, efficient numerical methods are essential. We extend
the use of Quintic B-splines, previously applied to other types of integro-
differential equations, to these systems. The method is described in detail,
including the formulation of the integro—differential equations, the construction of
Quintic B—spline interpolants, and the application of LU matrix factorization to
solve the resulting system of equations. We present three numerical examples
to demonstrate the accuracy and efficiency of the proposed method, comparing
theoretical and numerical results using the maximum absolute error and least
square error norms. The results show that the Quintic B—spline method provides
a reliable and accurate approach for solving complex integro—differential

equations.

157


mailto:ghasanarif@tu.
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1. Introduction:

Mathematical modeling of real-life problems usually results in functional
equations, like ordinary or partial differential equations, integral and integro-
differential equations and stochastic equations. Many mathematical formulation
of physical phenomena contain integro—differential equations. These equations
arise in many fields like fluid dynamics, biological models and chemical kinetics.
Integro—differential equations are usually difficult to solve analytically so it is
required to obtain an efficient approximate solution [1]. In [3], some methods
are showed for solving Integro—differential equations such as some methods are
showed for solving

Integro—differential equations such as El-gendi's, Wollfe's and Galerkin
methods.Recently, the first order linear Fredholm Integro—differential equation is
solved by using rationalized Haar functions method [6]. In [2], [11] others
methods can be seen to solve Integro—differential equation. In [10] use Quintic
B-Spline Method for Solving Sharma Tasso Oliver Equation. In [12] On Solution
of Fredholm Integro—differential Equations Using Composite Chebyshev Finite
Difference Method. In [58] Cubic B-splines collocation method for a class of
partial integro—differential equation. In [7] Use of Cubic B-Spline in
Approximating Solutions of Boundary Value Problems. In [8] Exponentially Fitted
Finite Difference Approximation for Singularly Perturbed Fredholm Integro-
Differential Equation. In [9] Split-step quintic B—spline collocation methods for
nonlinear Schrédinger Equations. In [4] Finite Difference with Quintic B—-Splines
for Solving a system of nonlinear Volterra Integro—Differential Equations of

integer order.
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In this paper examines the system of first and second-order multi-type
Fredholm integro—differential equations of the second kind. The formulation
below describes the unknown functions within and the derivative of the unknown
function outside the integral sign. For 1,2,...,m
U () + a1 Fis U () + Fio (U (x) = Gi(x) + PU; ()

(1.1)

where
PU(x) = X7, [ 5 (e, 0) V(U (0))de , i =1,2,..,m, x€[0,1]

With the initial conditions:

UP(x)=Uk, £=0123 i=12,....m (1.2)
where U;(t) are unknown functions, U*).(x) are the derivative of unknown
function, Where V(U;(t)) is a nonlinear function of U;(t), the functions
Gi(x),Fig(x)i=1, ..,m and kemels K;;(x,t), 1 <i,j < m These are real-
valued functions defined on subsets of R3 and R!, respectively..

2. Quintic B-Spline Interpolation:
The Quintic B-spline interpolation is a linear combination of the five order B—
spline basis as follows:
QB(t) = Xit3 . p.BSi(t), £=0,1,2,. (1.3)
where p, are unknown real coefficients and BSE(r) are five—order B—spline
functions
then,
SQB(t) = X!t} 4 p.—BSE(D), £=012,...,m (1.4)
and

243 a? nes _ .
e QB(t) Ze=3_3p€EB§g (), £=012,....m (1.5)
and

dthB(t)— 43 3p€d3B§5(t) £=012,..,m (1.6)
dHQB(t) 43 3;,96—B§5(t) £=012,...,m
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According to the property of the quintic B-spline (1.3), can be simplified to

QB(t) = po-3BS;_3(te) + 20-2BS;_5(te) + po-1BS}_1(te) + poBS; (ty) +
3’4’+1B§§+1(t€) + 37{’+ZB§5+2 (tp) + 3’3+33§§+3(t{’) (1.7)
By shifting the quintic B—spline to the right side by m’s step, mathematically

meaning:

ng—m(t{’)BSE (t€+m)
Then can rewrite the equation (1.7) as

QB(t) = pp_3BS3(tops) + pr-2BS;(tos2) + po_1BS3 (top1) + peBS3 (L) +
Pes1BS; (to_1) + P042BS; (t0_2) + Po43BS; (t4_3) (1.8)
Similarly, we can rewrite the equation (1.4), (1.5), (1.6) as following

% QB(t) = p¢-3 %BSE (Co3) + Po-2 %BSE (Tps2) + {#’{3—1%3§3 (tos1) +
fp{’diBSE (te) + :ﬁ'eniBSE (Eo—1) + Pes42 %BSE (tp-2) +
Pe+3 g = BS} (te-3) (1.9)
ac? QB(f) Pe- 3EB§? (tpy3) + 20 2£B§3(t8+2) T Pe- 1;_;B§3 (tes1) +
Pe dtzBS{’(t{’) T Pesr tzBS«f’ (tr-1) + Pes2 dtzBS{’(t{’ 2) +

Pe+3 E BS} (tr-3)
(.10

a3 5 d3 5 d3 5
a0 QB(t) Pe- 3@359 (tes3) + 20 ZFBS{’(””) + P0-15BS7(tes1) +
:Pf B§f(fe) + 593+1 BS{’ (tr—1) + Posa—; 3B§f(fe 2) +

Pe+3 E BS} (tr-3)
(1.11)

dt4QB(f) Pe-37 BSe (tes3) + 202 dt43§e(f£+2) t Pe-1 df4B§f’ (tes1) +
ZPBFBSN%) +

as as a
Per1 35 BS}(tr-1) + o4z EBSE (Ee—2) + P43 EBSE (te-3)
(1.12)
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The following equations are formulated, by substituting the value of BSE (t) at

the Knots from table (1.1):

QB(t) = P2+ 26,1+ 660, + 260,11+ Poy2 (1.13)
a 5 55 55 5
EQB@) = _H{Pf—z g Per TP T Pes (1.14)
40 120 40 20
dtz QB(t) 2373 2t S P 1T Pe T Z P Tz Pes2 (1.15)
120 120 60
ar? QB(f) = _,_3373 2 T3 Pe-1 7 3 Pes1 T 5 Pes2 (1.16)
120 480 720 480 120
dt4Q (1) = A P27 T Pe1 T Pe T a Pear T o Pes2 (1.17)

3. Description of the Method:
In this section, we study the use of Quintic B—splines to solve the system of

first and second-order multi-type Fredholm integro—differential equations of the

second kind.

LU0+ ?;3&) U0+ ’f"lz(t) S U0 + ?ll(t) ~U; (1) + Fio(OU; (1)
=Qi(t)+3'3Ui(t), i=12,....,m (1.18)
where

PU(0) = Xy 3 % (6, )V(U;())de , i =1,2,...,m, t € [0,1]
With the initial conditions:
dt3U (t{]) = Ul{]

A

an(fo) = U
Ui(to) = Uy
(1.19)

where U;(t) are unknown functions, U (r) U (t) U (t) U (t) are

the derivative of unknown function, Where V(UJ,-(x)) is a nonllnear functlon of

Uj(x), the functions G;(x), i =1, ...,m, Fi3(x), Fip(x), Fi(x), Fip(x) and
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kernels X;;(t,x), 1 <i,j <m These are real-valued functions defined on
subsets of R3 and R1, respectively.

We assume equally spaced knots, i.e., h = t,,; — t, . Let

Ui(t) = @QBi(t) = pip—2 + 26pip1 + 66pip + 261011 + Pissa (1.20)

a d 5 55 55 5

—Ui(0) = —QB'(f) = _EZPH’—Z = Pie-1t o Pies1 L Pies2 (1.21)

120 40 20

EU (6) = QB () = 3 Pie—z + 3 Pie-1 — 2 Pie + 3 Pies1 + 23 Digs2

(1.22)
60 120 120 60
EU (6) = —QB (t) = == Pir—2 +h—347w-1 = Pits1 T 5 Piev2 (1.23)

120 48 720 480
dt‘l‘U(t) dt4QB())_f4371€2 lq.pl'f’ 1+?pl'€ }4pl'€+1+

%{Pihz

(1.24)

be the approximating function, It is required that (1.20)—(1.24) satisfies our the
system of first and second-order multi-type Fredholm integro—differential
equations of the second kind (1.18) and (1.19) att = ¢;.

where t; is an interior point That is
L QB,(t) + ?lg(t) QB (0) + T:z(f) QB (©) + ?ll(t) -QB; () +
Fio(©)QB; (t) =GO +I0, [ %ij(tr x)V(QB;(x))dt (1.25)

de*

l.e.

W L0B(0) + ?13(t) QBl (t) + Fip (t) QBl(r) + 5”11(r) - 0B, (0) +
3310(t)QBl(t) =G (®)+ X 1f0 J!Clj(t x)V(QB;(x))dt (1.26)

L 0B, () + ?23(t) QBz (6) + ’f"zz(t)— @B, (t) + Fyy (t) - (B, (1) +
ng(t)QBz(t) =G, (t) + ijlfo Ho;(t, x)V(QB;(x))dt (1.27)

dt4

L QBu(D) + Frg () QB (6) + Frp () 5 QB (1) + Fry (D = QB, (1) +
Fro(DQB(0) = Gu(D) + XLy f) 5y (6, 0OV(QB;(0))dr  (1.28)

B using the initial conditions (1.19), we get the following
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Pit—2 T 26151 + 66 +26pp01 + Pior2 = U;

5 55 55 5 e
— > Pit-2— 5 Pie-1 T Pies1 T Pies2 = Ujp
20 40 120 40 20 2
= Pie-2 t S Pie-1 — 15 Pie t 5 Pies1 5 Pier2 = Ulg
60 120 120 60 g
— G Pie-2F T3 Pie—1 — 53 Pies1 5 Pies2 = Uig
120 480 720 480 120

— Jr4
2 Pie—2 — 57 Pie-1 T Pie — 3 Pies1 T 57 Pievz = U

We can write the above system as the matrix

AP =U
(1.29)
Where
_U[
1 26 66 26 1 Pie-2 WL
5 55 0 55 5 Pir-1 Uio
A=|20 40 —120 40 20 P=| »i U = |h?Uj
—60 120 0 —120 60 Pir+1 h3Ui30
120 —480 720 —480 120 Pit+2 h4U-‘f]
h4 U

And use LU matrix factorization to solve this system to evaluate the value of the

coefficients  pi,_», pir—1: Pies Pies1 Pies2 3t =15 =0

And use the equations (1.25)—(1.28) to find the value of the coefficients p;,_,,
Pies Pie+1> Piesz AL =1y, 15, Ly
and the approximate solution U;,i = 1,2,3,....,n can be found from

Ui(t) = X32_3 p.BS3(0) -
4. Numerical Methods

In this section, we address three examples of the second type of nonlinear
system of multi-type Fredholm integro—differential equations using a Quintic B-
splines method. To analyze the numerical performance of the given method, we
use two error measurements, that is, the maximum
absolute error L., and L. S. E. error norm which are defined by

Lo, = ||U(exact) — U(approximate)|| .
= max|U;(exact) — U; (approximate) |
L
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L.S.E.= Y™ (Ui(exact) — U;(approximate))?

Example (1):

u'(t) + 3u(t) = 3¢? —Ef——+f0 (t+y) () + v*(y)]dy
v/ () + 20(t) = 2 + 4t + 1+ [7 (62 =) [u()v(y)]dy

where u(0)=0,v(0)=0 (1.31)

The exact solution  u(t) =t2 —t and v(x)=t>+t¢t

(1.30)

Suppose that

u(t) =QB1(t) = p1s_2+26p1 5 1+ 66p1p+ 2601 511+ P1442 (1.32)

d d 5 55 55 5

—u(®) =—0QB1(1) = =2 P12 = P1re-1 T 7 Pres1 T 5 Pre42 (1.33)

v(t) = QBy(t) = par2t 26p,p 1+ 66p,,+ 260501+ P2rs2 (1.34)

d d 5 55 55 5

—v(t) = _QBz(f) =T P2e-2 7 P21 T T Prer1 T P2042 (1.35)

u?(t) = (QBy(v)* = (3711? 2+ 260101+ 66p1,+ 2601001+ P4 £+2)

(136

v2(t) = (QBy(1))* = ({Pze 2+ 26p5p 1+ 66p,p+ 260,01+ P2 £+2)
(1.37)

1 1 1 1
And fo(t+y)dy=t+5, fo(tz—y)dy=r2—5
Substation the equations (1.32) —(1.37) in to system (1.30), we obtain
5 55 55 5
— P12 = 5 Pre-1 T Pres1 T P42 T 3(Pre-2 T 260101 + 66, +

1
2601 pp1 + Presz) = 32— = f - — ‘|‘ ( E) ((3’1,8—2 + 2611 +
6610+ 261 p11 + 371.€+2) (3‘92.3—2 + 260501+ 66+ 26p; 11+
2
3‘72,8+2) )

(1.38)
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5 55 55 5
— 2 P26-2 = 5 P2e-1 T Poer1 T P2er2 T 2(Prp—2 T 200201
32 11 1
6620+ 2602001+ P2042) = Erz + 4t + ot (t2 — 5) (371,4’—2 +26p101+
6610+ 2601 511+ 371,£+2)(372,£—2 +26p7p1+ 665+ 26p5,.1 +

3‘92,f+2)
(1.39)

We rewrite the equations (1.38),(1.39) as the system of matrix, and use LU

matrix factorization to solve this system to evaluate the value of the coefficients

Pit—2 Pir-1> Pie> Pie+1> Pie+2 AT =T, Ty, ..

,t10» Where i = 1,2

and the approximate solution u(t) and v(t) can be found from

u(t) =32 _321.BS3() and v(t) = Y12 ;5 p,,.BS:(1)
Table (1.1) displays a comparison between the theoretical and numerical

results obtained using QBS for u(t) in example 1, based on the least square

error with h=0.1.

T Exact QBS Error(L,,)
0.000000000000000 | 0.000000000000000 | 0.000000000000000 0.000000000000000
0.100000000000000 | -0.090000000000000 | -0.090132114993877 | 0.000132114993877
0.200000000000000 | -0.160000000000000 | -0.159431408530056 | 0.000568591469944
0.300000000000000 | -0.210000000000000 | -0.210800614669086 | 0.000800614669086
0.400000000000000 | -0.240000000000000 | -0.239746786881128 | 0.000253213118872
0.500000000000000 | -0.250000000000000 | -0.250226656277407 | 0.000226656277407
0.600000000000000 | -0.240000000000000 | -0.239622362429794 | 0.000377637570206
0.700000000000000 | -0.210000000000000 | -0.209066242146599 | 0.000933757853401
0.800000000000000 | -0.160000000000000 | -0.159176289356898 | 0.000823710643102
0.900000000000000 | -0.090000000000000 | -0.090255344092533 | 0.000255344092533
1.000000000000000 | 0.000000000000000 | -0.000418721162904 | 0.000418721162904
L.S.E 3.030765535946593e-006

Table (1.2) displays a comparison between the theoretical and numerical

results obtained using QBS for v(t) in example 1, based on the least square

error with h=0.1.

T Exact QBS Error(L,,)
0.000000000000000 | 0.000000000000000 | 0.000000000000000 | 0.000000000000000
0.100000000000000 | 0.110000000000000 |0.110808583826749 | 0.000808583826749
0.200000000000000 | 0.240000000000000 | 0.239708009140380 | 0.000291990859620
0.300000000000000 | 0.390000000000000 | 0.390990917371084 | 0.000990917371084
0.400000000000000 | 0.560000000000000 | 0.560889732752114 | 0.000889732752114
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0.500000000000000 | 0.750000000000000 | 0.749860377538571 | 0.000139622461429

0.600000000000000 | 0.960000000000000 | 0.959888259874967 | 0.000111740125033

0.700000000000000 | 1.190000000000000 | 1.189601614041920 | 0.000398385958080

0.800000000000000 | 1.440000000000000 | 1.439436750659063 | 0.000563249340937

0.900000000000000 | 1.710000000000000 | 1.709732509734401 | 0.000267490265599

1.000000000000000 | 2.000000000000000 | 1.999991161087142 | 0.000008838912858

L.S.E. 3.092178720991963e-006

o 2

18

-0.05

*1 Exact|solutio 16 * Exact solution
-+~ Approximate solution .

=

--- Approximate solutjon

0.1 - 14

12

-0.15 4
1

~_

0.6

u(t)
v(t)

-0.2

-0.25

0.4

0.3 . /

0.2

-0.35 0¥
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t t
Fig.(1.1) displays a comparison between the exact and numerical solutions

obtained using QBS for u(t) and v(t) in example 1, based on the least square
error with h=0.1

Example (2)

Consider the following system of multi-type three nonlinear Fredholm integro—

differential equations of the second kind.
w' () + t2u(t) = (t2 + Det — ™D + fol[e(f‘”)vz (v) + eENwi(y)|dy
v'(t) +tv(t) = (t + 2)e?t —2et + fol[e(t‘éy)wz(y) + e =22 (y)| dy
w'(t) + 2tw(t) = (2t + 3)e3t — 2et + _]-Ol[e(f‘zmuz(y) + e 2 (y)| dy
(1.40)
where u(0)=1v0)=1Lw(0)=1 (1.41)

The exact solution are  u(t) =ef, wv(t) =e?t and  w(t) = e3t
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Suppose that

u(t) = QB1(t) = P12+ 26p1 51+ 661+ 2601 po1+ P1o42 (1.42)
d d 5 55 55 5

U@ = —0B1(t) = =~ P12 = - Pre-1 T - Pres1 T 5 Pres2 (1.43)
V(L) = QB3 (8) = P2+ 26051+ 66p2 0+ 260201+ P2r+2 (1.44)
d d 5 55 55 5

— V(O =—QBy(t) ==~ P20 2= 7 P20-1F - P2041 T V2042 (1.45)
w(t) = QB3(t) = p34_2 +26p3,_ 1+ 6630+ 263 9,1+ P304 (1.46)
d d 5 55 55 5

—w(t) =—0QB3(t) = =~ P32 = P31+ P31+ 7 P3002  (147)

2
u?(t) = (QBy(1))* = (5{71,3—2 +26p1 -1+ 66p1p+26p1 p1q + 591,1P+2)
(1.48)

2
v2(t) = (QB,(1))* = (372,8—2 + 26p2p-1+66p2,0+ 265,11+ 372,1P+2)
(1.49)

2
w2(t) = (QB3(t))* = (373,1?—2 +26p3p_1+66p3,+26p3,.1+ 273,€+2)
(1.50)
1 1 _ 1 1 _
And fo e(t=2)) dy = E(e‘ —el™?), fo e =39 dy = E(ef —et3),
1 1 _ 1 1 _
J e dy = Z(ef —et™),and [ e (=Y dy = g(ef —et=9
Substation the equations (1.42) —(1.50) in to system (1.40), we obtain
5 55 55 5
—yPre-2 T T Pre-1 Tt Prean T Prese T t? (= Pro—2 T 26p1p4+
1 _
661 ¢+ 261 p11 + 371,£+2) = (t?2+ et —e®D 4 3 (et —ef™3) ((3’2,3—2 +
2 1 -
26p2,0-1+ 66020+ 26p3 001 + P2442) ) +=(ef —e™°) ((3’3.3—2 +
2
26p39_ 1+ 66p3,+26p35,9+ 273,f+2) )
(1.51)
5 55
P2,-2F26p20 1 +66p;,+ 260551+ porpiatt (_3272,3—2 P21t
55 5 1 _
T Pres1t Eé"z,ﬂz) = (t+2)e* —2e" + g(et —et3) (({Pz,{’—z +
2 1 -
26p2,0-1+ 66020+ 26p3 001 + P2442) ) +2(ef —e?) ((3’1.3—2 +
2
260101+ 66p1p+26p1 0,1+ 371,£+2) )
(1.52)
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P30-2F 26039 1+ 066p3,+ 263001+ P3p42F Zf(_%{#’&f—z -
%2’3.3—1 + %3’3.{41 + ,5‘1373.f+2 ) = (2t+3)e’ —2e' + % (e -

e'=?) ((371,1?—2 + 26101+ 661+ 26p1 1 + 371,£+2)2) +%(3t -
et%) (({Pz,{’—z + 2602011 66p2,+ 26p;0.1 + {Pz.{’+2)2)

(1.53)

We rewrite the equations (1.51),(1.52), and (1.53) as the system of matrix,

and use LU matrix factorization to solve this system to evaluate the value of the
coefficients  pip_, pie—1: Pie> Pies1r Pies2 AL =g, ty,..., U1, Where
i =123
and the approximate solution u(t),v(t) and w(t) can be found from
u(t) =X 5 21.BS3(V) . v(t) =X 5p,.BSE (D),
w(t) = XE_;23,.BS: (1)
Table (1.3) displays a comparison between the theoretical and numerical

And

results obtained using QBS for u(t) in example 2, based on the least square

error with h=0.1.

T Exact QBS Error(L,,)
0.000000000000000 1.000000000000000 | 1.000000000000000 0.000000000000000
0.100000000000000 1.105170918075648 | 1.104900957561066 0.000269960514582
0.200000000000000 1.221402758160170 | 1.222125206739247 0.000722448579077
0.300000000000000 1.349858807576003 | 1.350539390043863 0.000680582467860
0.400000000000000 1.491824697641270 | 1.492437774258060 0.000613076616790
0.500000000000000 1.648721270700128 | 1.648381658786630 0.000339611913498
0.600000000000000 1.822118800390509 | 1.820439905729760 0.001678894660749
0.700000000000000 2.013752707470477 | 2.017347962194445 0.003595254723968
0.800000000000000 2.225540928492468 | 2.223355111546455 0.002185816946012
0.900000000000000 2.459603111156950 | 2.461017574917845 0.001414463760895
1.000000000000000 2.718281828459046 | 2.717811462129567 0.000470366329478
L.S.E. 2.429349406261739e-005

Table (1.4) displays a comparison between the theoretical and numerical

results obtained using QBS for v(t) in example 2, based on the least square

error with h=0.1.

T

Exact

QSB

Error(Ly,)

0.000000000000000

1.000000000000000

1.000000000000000

0.000000000000000
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0.100000000000000 | 1.221402758160170 1.221161823831211 | 0.000240934328959
0.200000000000000 | 1.491824697641270 1.491745850755535 | 0.000078846885736
0.300000000000000 | 1.822118800390509 1.821572806401336 | 0.000545993989173
0.400000000000000 | 2.225540928492468 2.225052017055391 | 0.000488911437077
0.500000000000000 | 2.718281828459046 2.718816030039497 | 0.000534201580451
0.600000000000000 | 3.320116922736547 3.319632060587300 | 0.000484862149247
0.700000000000000 | 4.055199966844675 4.054557695600595 | 0.000642271244080
0.800000000000000 | 4.946032424395115 4.945279966426286 | 0.000752457968829
0.900000000000000 | 6.049647464412947 6.048318518614160 | 0.001328945798787
1.000000000000000 | 7.389056098930650 7.387994461123630 | 0.001061637807013

L.S.E. 4.993749759327024e-006

Table (1.5) displays a comparison between the theoretical and numerical

results obtained using QBS for w(t) in example 2, based on the least square

error with h=0.1.

T Exact QSB Error(L,,)
0.000000000000000 | 1.000000000000000 | 1.000000000000000 | 0.000000000000000
0.100000000000000 | 1.349858807576003 | 1.349189511673419 | 0.000669295902584
0.200000000000000 | 1.822118800390509 | 1.821181422992235 | 0.000937377398274
0.300000000000000 | 2.459603111156949 | 2.458607905325421 | 0.000995205831528
0.400000000000000 | 3.320116922736548 | 3.320381755679806 | 0.000264832943257
0.500000000000000 | 4.481689070338065 | 4.481350878900778 | 0.000338191437287
0.600000000000000 | 6.049647464412945 | 6.049296683322290 | 0.000350781090655
0.700000000000000 | 8.166169912567646 | 8.165421823233722 | 0.000748089333925
0.800000000000000 | 11.023176380641605 | 11.023457084168742 | 0.000280703527138
0.900000000000000 | 14.879731724872837 | 14.876492940363732 | 0.003238784509104
1.000000000000000 | 20.085536923187668 | 20.094819415426169 | 0.009282492238501

L.S.E.

9.991744472469092e-005
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Fig.(1.2) displays a comparison between the exact and numerical solutions

obtained using QBS for u(t),v(t),and w(t) in example 2, based on the least

square error with h=0.1

Example (3):

Consider the following system of multi-type two nonlinear Fredholm integro-

differential equations of the second kind.

u''(t) + u'(t) + tu(t) = tcos(t) + (t — 6)sin(t) + foﬂ cos(t — y)[u?(y) + v3(y)]ldy
v"(t) + v'(t) + 3v(t) = 5cos(t) — 3sin(t) + fon sin(t — Y)[u?*(y) + v2(y)]dy

(1.54)
where u(0)=1,u'(0) =1,v(0) =1,v'(0) = -1 (1.55)
The exact solution are u(t) = cos(t) + sin(t) and v(t) = cos(t) — sin(t)
u(t) = QB1(t) = P12 +26p1 1 + 6601+ 26p1 11+ pP1os2 (1.56)

d d 5 55 55 5
—u(®) = —0QB1(t) = =~ P12 = Pre-1 T - Pres1 T3 Pres2 (1.57)

az az 20 40 120 40 20
—u() =—=0B1(1) = = pre2+ S Pre-1 = 75 Pret 5 Prev1 T 5 Prese

(1.58)
v(t) = QBy(t) = par2t26p,p 1+ 66p,,+ 260501+ P2rs2 (1.59)

d d 5 55 55 5
—v(O) =—QBy(t) ==~ P22 =7 P2e-1F - P2041 T V2042 (1.60)

d? d? 20 40 120 40 20
V() =5 0B2() = S Pap2t S P2e-1 =7 P2et 5 P2es1 T2 P02

(1.61)
2
u?(t) = (QBy(v)* = (371,3—2 + 260101+ 66p1,+ 2601041+ 391,1?+2)
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(1.62)
v2(t) = (QB,(1))* = (372,8—2 + 26p2p-1+66p2,0+ 265,11+ 372,1?+2)2
(1.63)
And foﬂ cos(t —y)dy = [—sin(t — y)]T = —sin(t — m) + sin(t)
fon sin(t —y) dy = [cos(t —y)]|F = cos(t —m) — cos(t)

Substation the equations (1.56)—(1.63)in to system (1.54), we obtain

20 40 120 40 20 5 55
2Pr-2 T EP1e-1 — o Pre T pPresn TS Prer — T P1e-2 7 T Pre-1 T

55 5
TP TP t t(?’l,f—z +26p1 91+ 66p1p+ 261 041 + 371,P+2) =
tcos(t) + (t — 6)sin(t) + (—=sin(t — m) + sin(t)) ((;pl_{a_z +26p1 1 +

2

6610+ 2601 511 + 371,£+2) + (372,1?—2 + 26p9 91+ 66p3p+ 26p5 .1 +
2

3‘92,£+2) )

(1.64)

20 40 120 40 20 5 55
S P20-2 T 13 P20-1 — 57 P2e Tz Prer1 Tz P2ee2) L P2e-2 T P21t

55 5
T P01t P24 T 3(£2,0-2+ 260501+ 6625+ 26301 + P2042) =
5cos(t) — 3sin(t) + (cos(t — ) — cos(t)) ((391_10_2 +26p1 51 +66p, ,+

2 2
2601041+ 371,1P+2) + (372,8—2 + 26551+ 66p,0+ 260551+ 3’2,{42) )
(1.65)

We rewrite the equations (1.64) and (1.65) as the system of matrix, and use
LU matrix factorization to solve this system to evaluate the value of the
coefficients  pip_2. Pie—1y Pier Pies1y Piesz 8 L =1gly,..., L1, Where
=12
and the approximate solution u(t) and v(t) can be found from

u(t) = XI5 91.BS3(0)
and v(t) = X323 2,,.BS:(1).
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Table (1.6) displays a comparison between the theoretical and numerical
results obtained using QBS for u(t) in example 3, based on the least square

error with h=0.1.

T

Exact

OBS

Error(L,,)

0.000000000000000

1.000000000000000

1.000000000000000

0.000000000000000

0.100000000000000

1.094837581924854

1.095225180862248

0.000387598937394

0.200000000000000

1.178735908636303

1.178236451287586

0.000499457348717

0.300000000000000

1.250856695786946

1.250585492328722

0.000271203458224

0.400000000000000

1.310479336311536

1.310378573446287

0.000100762865249

0.500000000000000

1.357008100494576

1.356978305314501

0.000029795180075

0.600000000000000

1.389978088304714

1.390126019033501

0.000147930728787

0.700000000000000

1.409059874522180

1.409314225311100

0.000254350788920

0.800000000000000

1.414062800246688

1.413961269551550

0.000101530695138

0.900000000000000

1.404936877898148

1.404893674699979

0.000043203198169

1.000000000000000

1.381773290676036

1.382470898082720

0.000697607406683

L.S.E. 1.069691719567815e-006

Table (1.7) displays a comparison between the theoretical and numerical

results obtained using QBS for v(t) in example 3, based on the least square

error with h=0.1.

T Exact QBS Error(L,,)
0.000000000000000 | 1.000000000000000 | 1.000000000000000 0.000000000000000
0.100000000000000 | 0.895170748631198 | 0.895198065056720 0.000027316425522
0.200000000000000 | 0.781397247046180 | 0.781456916778587 0.000059669732406
0.300000000000000 | 0.659816282464266 | 0.659866532975597 0.000050250511331
0.400000000000000 | 0.531642651694235 | 0.531681429161264 0.000038777467030
0.500000000000000 | 0.398157023286170 | 0.398146653018486 0.000010370267683
0.600000000000000 | 0.260693141514643 | 0.259878893460428 0.000814248054215
0.700000000000000 | 0.120624500046797 | 0.120751445614610 0.000126945567813
0.800000000000000 | -0.020649381552357 | -0.020555383172683 | 0.000093998379674
0.900000000000000 | -0.161716941356819 | -0.161422266230619 | 0.000294675126200
1.000000000000000 | -0.301168678939757 | -0.300406575408598 | 0.000762103531159
L.S.E. 1.364029000926428e-006
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Fig.(1.3) displays a comparison between the exact and numerical solutions

obtained using QBS for u(t), and v(t) in example 3, based on the least square
error with h=0.1

5. Conclusions:

In this study, we successfully applied the Quintic B—spline method to solve
systems of nonlinear Fredholm integro—differential equations of the second kind.
The method was validated through three numerical examples, demonstrating
high accuracy and efficiency. The comparison between theoretical and
numerical solutions using maximum absolute error and least square error norms
confirms the reliability of the Quintic B—spline approach. The method's ability to
handle complex integro—differential equations makes it a valuable tool for
various applications in scientific and engineering fields. The results highlight the
potential of Quintic B-splines in providing precise numerical solutions where
analytical methods are challenging to apply.

6. Recommendations:

1. Further Research: Future studies should explore the application of the
Quintic B-spline method to other types of integro—differential equations and
investigate its performance with different boundary and initial conditions.

2. Software Implementation: Developing software tools that incorporate the
Quintic B-spline method can make this technique more accessible to

researchers and engineers, facilitating its use in practical applications.
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3. Comparison with Other Methods: Conducting comparative studies with other
numerical methods, such as finite element and finite difference methods, can
provide deeper insights into the strengths and limitations of the Quintic B-
spline approach.

4. Higher-Dimensional Problems: Extending the method to solve higher-
dimensional integro—differential equations can open new avenues for its
application in more complex real-world problems.

5. Adaptive Algorithms: Developing adaptive algorithms that adjust the B-
spline parameters based on the problem's complexity can enhance the
method's efficiency and accuracy.

6. By addressing these recommendations, the potential and applicability of the
Quintic B—spline method in solving complex integro—differential equations
can be further realized and optimized.
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Abstract: In this paper, we explained a soft nano closed (open) set, referred to as an infra
soft nano « closed (open) set and infra soft nano semi closed (open) and establish some
fundamental features of this set. The connection between the infra soft nano-open(closed)set
and other soft nano topological closed (open) sets is investigated. The findings mentioned in
this study are preliminary and serve as and in the study are preliminary and serve as an
introduction to more advanced research in theoretical and practical areas.

keywords: Nano soft open (closed)set, Nano soft topological space, Infra Nano soft topology,
Infra Nana Soft a-open (closed) sets.

Introduction

In 1999, Molodtsov [13] developed custom soft sets, a novel mathematical approach to soft
topology. He studied the union operator of open intersections and the difference and
complement functions of two soft sets. However, Ali et al. found significant flaws in their
definition. In 2003 [14] began to explore the basic principles and concepts of soft set theory .
[7] developed new operators and methods to preserve many features and conclusions of soft set
theory .In 2011 [8] and [18] defended the use of soft open sets in soft topological spaces (STS).
There is a large body of research on topological terms in soft topology [1-3], [9] Many
SOS(soft open set) and SCS (soft closed sets) are described in terms of parameter sets p on
some universe U. They are then extended to related soft topologies and their properties are
examined. [4] introduced the concept of soft open sets in nano topological spaces, with are
called nano-soft topological spaces. The separation axiom for NanoZ-topological space [11]
defines soft NanoZ-open sets using NanoZ-topological space (SNZ) [10]. Soft topology has
been extended to various structures with weaker or stronger topologies, one of which is the
fundamental soft topological space (STS). Subsoft a-open sets on subsoft topological spaces
have also been studied [4-7], [15-18]. Terms such as subsoft connectivity, subsoft local
connectivity, and subsoft compactness are used in these studies.
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In this paper, we study infra soft nano a — interior (ISN, — int) infra soft nano a- closure
(ISN, — cl) infra soft nano @ — open(ISN,OS) infra soft nano o — closed (ISN,-CS) sets, and
establish some of their basic characteristics.

This means that the infra nano soft topological spaces (INSTS)are flexible for discussing
topological spaces and investigating the relationships between them. in INSTS many aspects of
nano soft topological spaces are still valid valid, making it easier to establish specific links
between certain topological notions. In this paper, we define Infra Soft Nano Topological
Space (ISNTS) and Infra soft Nano a —interior (ISN,, —int), infra Soft Nano a-closure (ISN,, -
cl) with some examples and investigate many of their basic properties. we introduce the ideal
of ISN,-OS which form a class of ISOS. We give some characterizations of ISN,-OS and

ISN,-CS and establish

some of their properties. Additionally, we demonstrate that this class of Soft Nano sets is
closed under arbitrary unions and identity the conditions under which it is closed under finite
intersection.

2.Preliminaries

Definition2.1 The group of soft parameters. In order to be able to define the soft group, the
availability of primitive elements and an E group for the parameter are required. By assuming
the existence of the set of all features of the primitive elements, and denoted it as P(U) , the
existence of a nonempty subset of the parameter E. The ordered pair (F,A) means a soft set on
the primitive elements, where F is a function defined by i.e.any soft set on p is a feature family
of subsets. p, which shows that any soft group is not necessarily a grop.see’

Definition2.2 This definition dealt with a non-empty set of soft equivalence rows. Through it,
the soft upper sets were defined, which include the union of all the soft equivalence rows that
are part of the original set, so that if they intersect with the subset of the space, they are a non-
empty set. As for the soft lower sets, they are the union of all soft parity rows that are part of
the space group. As for the specified soft region, the resultant will be the difference between
the upper soft sums and the soft lower sums, see'’

Definition 2.3 In any soft nano topological space, the largest soft open set of the parameter can
defined by finding the union of all the soft open sets of the parameter (A,E) or in short (A,
E)the largest partial open soft nano group of the parameter(A,Eg), see’

Definition2.4 A family Q of soft sets over A with bas a parameter set is said to be an infra soft
topology on A if it is closed under finite intersection and @ is a member of Q. The triple 0A,
Q,BP is called an infra soft topological space (briefly, ISTS). We called a member of Q2 an
infra soft open set and called its complement an infra soft closed set. We called 0A, Q, Bb
stable if all its infra soft open sets are stable and called finite (resp., countable) if A is finite
(resp., countable). Proposition 15 (see [17]). Let 0A, Q, BP be an ISTS. The.
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Definition 2.5[10]

Let (U, t3(x),®) or (U, t3(X)) be a Soft Nano topological space then subset @ of U7 is said soft
Nano-z open set if @ satisfices the following conditions:

1—Va € w,€)3 SNO G or (G.€) such that a € Gz E SNCI(w, €).
2—-Ggor(G,6) U= (w,€) =(U,GEC).
3. Infra Soft Nano a —open(closed) sets

Definition3.1 A Nano Soft (Ng, F) of universal set U with parameter F is said to be ISN,-OS
(ISN,-CS )set if (N, F) €N int (Ncl*(N int(Ng,F) ) ([(Ncl (N int*(Ncl(Ng, F))] € (Ng,F)
The class of all ISN,-OS (ISN_-CS )sets in U will be denoted as ISN,-OS (U) [ISN,-CS
(Up)]

Definition3.2 Let us consider two Nano soft sets (Ng,Z) and (Ng, F) , we can then define

nano soft closure and Nano soft interior over Universal set U with parameter K. In the
following way

# ISN,cl(Ng, F) =n {(Ng,Z) : (Ng,Z) 2 (Ng,F), (Ng, Z) is an ISN,—CS of U }called an
ISN,,—cl.

*ISN, — int(Ng,F) =U{ {(Ng, Z) : (Ng,Z) S (Ng,F),(Ng,Z) isan ISN, -OS in U}is called
on (ISN, —int)

* ISNg cl(Ng,F) =N {(Ng,Z) : (Ng,Z) 2 (Ng,F),(Ng, Z)
Isan ISNg CS of U is called an Infra Nano soft semi closure.

* ISNg — int(Ng,F) =U {(Ng,Z) : (Ng,Z) S (Ng,Z),(Ng,F)isanISNg OS in U is called
an Infra Nano soft semi interior

Theorem3.3 A Nano soft(Ny, 7) set is ISN,—OS (Up) if and only if there exise a
NSOS(Ny, F) such that

(Ny, F) € (Ny,#) € int(cl*(Ny, F))
proof: If (Ny,#) € ISN,-0S (Ug)then (Ny, #) € Nint (NCl{*(Nint(Ny,’r))),

put (Ny, F) = Nint(Ny, ) then
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(Ny, ) is NSOS and (Ny, F) € (Ny, ) € Nint(Ncl*(Ny,F)) . In other way , let (Ny, F)be a
NSOS such that (Ny, F) € (Ny,#) € Nint(Ncl*(Ny, F)) therefore

Nint(Ncl*(Ny,F)) € Nint(Ncl*(Nint(Ny, 7))).then (Ny, 7) € Nint(Ncl*(Nint(Ny, r)))

Theorem 3.4 A Nano soft set (Ny, F) isISN, - 0S (Ug) if and only if a NSCS (N, #) such
that Ncl(N int*(Ny, 7)) € (Ny,F) € Ncl(Ny, 7).

Proof: If (Ny, F) isISN,CS (Ug) ther Ncl(N int*(Ncl(Ny, F))) € (Ny, F) . Put

(Ny, B) = Ncl(Ny, F) then (Ny, #)is NSCS and Ncl(N int*(Ny,#)) S (Ny, F). In other way
. let (Ny, ) be a NSCS such that Ncl(N int*(Ny,»)) € (Ny,F) € (Ny,#) . This indicates
that Ncl(N int*(Ncl(Ny,F)) € Ncl(N int*(Ny,+)) then Ncl(N int*(Ny,F)) S Ncl(Ny, F) .

Theorem3.5 Let (Ny, 1) be a Nano soft set over universe U and parameter set u . then the
following properties are true
* INSg int(Ny, 1) = (Ny, 1) NN cl(Nint(Ny, ).

#% INS; cl(Ny, ) = (Ny, u) UN int*(Ncl(Ny, ).

proof : * By the definition of INS, int is infra nano soft-semi open(INSSOS)) then
INS, — int(Ny,u) S Ncl*(Nint( INS; — int(Ny,p)) € Ncl*(Nint(Ny, p)), also
INS; — int(Ny, u) € (Ny, ) € Nel*(Nint((Ny, ) = (1)

we have Nint(Ny, u) € (Ny, ) N Nl (Nint(Ny, p)) € Nd*(Nint(Ny,ﬂ)). by def. 3.2
(Ny, ) N Nl (Nint(Ny, ) is an INSSOS and (Ny, u) N Ncl* (Nint(Ny, p)),then
(Ny, 1) n Ncl*(Nint(Ny, u)) € INS, — int(Ny, ) = (2)from (1) &(2) we get (*).

** Similar to the above proof (*).

Theorem 3.7 Let us consider the Nano soft subset (Ny, F)of a nano Soft space NSS(Up), the
following statements are hold:

%) If (Ny, F) € (Ny, E) € Nint(Ncl*((Ny, F) € ISN,0S(Uy) then (Ny, E) € ISN,0S(Uy)

«0)if N cl(Nint*(Ny,F) € (Ny, E) € (Ny, F) then (Ny, F) € ISN,CS(U;) then
(Ny, E) € 1SN, CS(Ur)

proof: #)Let (Ny, F) € ISN,OS(Ug)then 3(Ny, H) an SNOS such that
(Ny,H) € (Ny,F) € Nint(Ncl*((Ny, H) this implies that
(Ny,H) € (Ny,7) and (Ny,F) € Nint(Ncl”((Ny, H).
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= Nint(Ncl*((Ny,F) € Nint(Ncl*((Ny,H) and (Ny, H) € (Ny,#) € Nint(Ncl*((Ny, H)
then (Ny, ) € ISN_,0S(Upg)

++)Same as the proof of =

Proposition3.8 Let (Ny, F) and (Ny, E)be two nana soft sets in (U,) and
(Ny, F) = (Ny, E)then the following statements are true:

ISN, — int(Ny, F) is the largest ISN,0S Contained in (Ny, F)
ISN, — int(Ny, F) € (Ny, F)

ISN, — int(Ny, F) € ISN, — int(Ny, E)

ISN, — int(ISN, — int(Ny, F)) = ISN, — int(Ny, F)
(Ny, F) € ISN,0S(Uy) iff ISN, — int(Ny, F) = (Ny, F)

ok~ 0w

proposition3:9 Let (Ny, F)of Jand (Ny, E)be two nano soft sets in NSS(Uy) and
(Ny, F) € (Ny, F)then the following statements are true:

ISN_ cl(Ny, F)is the smallest ISN,CS containing (Ny, F)

(Ny, F) € ISNcl(Ny, F)

ISN,,cl(Ny, F) € 1SN, cl(Ny,E)

ISN, cl(ISN,cl(Ny, F)) = ISN,cl(Ny, F)

. (Ny, F) € ISN,cl(Up) iff ISN,cl(Ny, F) = (Ny, F)

Theorem3.10 Let (Ny, F)be a nano soft set of NSS (Uy) then the following

ok~ b ke

assertions are true:

1. (ISNgint(Ny, F)¢ = ISN,cl(Ny, F)

2. (ISN,cl(Ny, F)¢ = ISN,int(Ny, F)

3. ISN, int(Ny, F) € (Ny, F) n Nint(Ncl*(Nint(Ny, F)
4 ISN,cl(Ny, F) 2 (Ny, F) U Ncl(Nint*(Ncl(Ny, F)

1. (ISN,int(Ny, F) =U {(Ny, E): (Ny, E) € (Ny,F) ,(Ny, E) is an ISN,,0S of (U)¢
=ISN,cl(Ny, F)
2. Similarly of 1
3. Since (Ny, F) 2 ISN,int(Ny, F) and ISNint(Ny, F) is an ISN,0S . Hence
Nint(Ncl*(Nint(Ny, F) 2 ISN,int(Ny, F) then
ISN,int(Ny, F) © (Ny,F) N Nint(Nel"(Nint(Ny, F))
4. Similarly of 3
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Corollary3.11 Let (Ny, F)be a nano soft set of NSS (U). then the following assertions are
true:

)If (Ny, F)is a NSOS, then ISN, int(Ny, F) € Nint(Ncl*(Nint(Ny, F)).
«) If (Ny, F)is a NSCS, then ISN, cl(Ny, F) 2 Ncl(Nint*(Ncl(Ny, F))
Theorem 3.12 *)The arbitrary Union of an ISN_,0S is ISN,0S

**) The arbitrary intersection of an ISN_,CS is ISN,CS

Proof: Let {(Ny, D)} be a family of ISN,0S. then for every j ,
Ny, F)j < Nint(NcI*(Nint(Ny, F)j) and U (Ny, F); U (Nint (Nci*(Nint(Ny, F)j))) -

(Nint (Nd*(Nint(Ny, F)j)))
Hence (Ny, F); is ISN,0S.

**) Similarly *)

Theorem 3.13 Let (Zy, u) be a nano soft set over the universes U parameter u. then
Nint*(Zy,p) S 1SNgint(Zy, 1) S (Zy, 1) S 1SNgcl(Zy, i) S Nel*(Zy, )

proof: Since Nint*(Zy, 1) € (Zy, 1) this continues that
ISN, int(ISNint"(Zy, u) © ISN,int(Zy, i). then ISN int(Nint*(Zy, p) = Nint*(Zy, i) also
Nint*(Zy, 1) € ISNLInt(Zy, [1) v cee v va ¥

So using result (Zy, u) € Ncl*(Zy, i), this ISNcl(Zy, u) S ISN, cl(Ncl*(Zy, i)).then
ISNgcl(Ncl*(Zy, n)) = Nel*(Zy, ), so ISNgcl(Zy, ) € Ncl*(Zy, ) ........... *x

froms & **we will get

Nint*(Zy,u) € ISNint(Zy, 1) € (Zy, 1) S ISNcl(Zy, u) S Ncl*(Zy, p).

Theorem 3.14 Let (Ny, F) be a nano soft set of (U, A, F) then the following assertions hold:-
1- If (Ny, F) is an ISN,0S (ISN,CS)than (Ny, F) is a SN, 0S(SN,CS)

2-If (Ny, F) is an ISN,0S(ISN,CS) ,then (Ny, F) is a nano soft «a™ open (Supra nano soft a-
open) a nano soft a* closed (Supra nano soft «- closed) set.

3- If (Ny, F) isan ISN,OS(ISN,CS) then (Ny, F) is a nano soft Pre*open (supra nano soft-
preopen) (nano soft Pre* closed (supra nano soft precloseal) set.
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4-1f (Ny, F) is an ISN,0S(ISN,CS) then (Ny, F) is a nano soft semi open (ISN,OS) (nano soft
semi” closed (ISN,CS).

5- If (Ny, F) is a N SOS(NSCS) then (Ny, F) is ISN,OS (ISN,CS).

proof: By the definitions 2.1, 2.2 and 3.1 and basic relationships with other nano soft sets, we
can prove above results..

Remark3.15 Any NSOS =is supra nano soft « openset, ISN,0S= SN, 0S,

SSN,,.0S,SN, 0S, ISSN,S = SSN,S . there is no connections between

pre pre

ISSN,S and SSN,y;eS

0S = SSNpre
The following examples will show that the converses of remark need not to be true.

Example 316 Let U = {z,h,I, f }.u = {e;, ey, €3},
(r, 1) = { (e, {z}), ({es ,1}), ({e5 ,{h,1 })} be a soft set over U and X = {z, h} < Uthen
U/R = {{z},{1},{h,1}} and Nano soft sets

{ 0, Uy ({er, 11 1), ({ea, 11 3) , ({es, k1 1), ({eg, k113) , ({ea, ka1 1), ({es, k113), ({er, kg}), ({ez, kg}
with (req, 1) = { (e, {z}), ({ea, {1 3}) :({93:{51}})} :

(k) = { Qi (MDY, Gezo ) = { (1, D} oo ) = {3} (ks ) = {p Az, B3}, (6, 1) =
(. &0}, O ) =, 21, (g ) = {1, {1, 1}}

, (o, 1) = {p, {h, 3}, ey ) = {u, (L F3}

k) =, (20 1)), (ko) =, ({2 b, f) (kg ) = e, (T L)

(g ) =, ({2, LD}

(rc7,11) is ISS NOS but it is not SSN,,.. — OS.
(kg, ) is ISSNOS but it is not a SNOS

(711, 1) isaSSNy,.. — OS set but it is not ISSNOS.
(K12, 11) is SSNp, — OS but it is not (SNOS.
(k12,11) is SSNp, — OS but it is not ISN,,0S

(kq, 1) is ISSNOS but it is not ISN,OS
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Example 3.17 Let U = {z,[,r},u = {e;, e5}, { ki, u} = (ey, {1}), ( ey, {1, 7}) be a soft set of U
and X = {h,r} € U with U/R = {{1},{z,7 }} nano soft sets (tz (x)p) =

{ 04, Uy (eg, (1), (e, (hD} with Grey, 1) = { (u, {hD}, Gz, 1) = { (e, (L7}
(x4, 1) is SSN,OS but it is not ISN,OS.

(x4, 1t) is SSN,OS but it is not SN,S.

(x4, 1) is SN,OS but it is not ISN,,OS.

(k4, 1t) is SSN,S but it is not ISN,,OS.

(2, 1) is SN,,.,OS but it is not ISN,, OS.
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